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Today, the development and use of microwave (3-30 GHz) and millimeter wave (30-300 GHz) band is being actively promoted. Microwave has been used extensively since the Second World War when the sources were based on vacuum devices. Microwaves are presently playing a vital role in RADAR, land and satellite based communication and also have wide civilian and defence applications. Two typical areas of application of millimeter-wave are information communication and remote sensing. This wide spectrum of application is making the microwave and millimeter wave system development one of the most advanced technologies of radio science, especially in view of the ever increasing demand of communication. Studies on Microwave and Millimeter waves go back a long way. Advanced studies on MM-wave were first conducted about 100 years ago by Acharya J. C. Bose of the Presidency College, University of Calcutta in India. He measured the refractive index of natural crystal in the 60 GHz band, developing a variety of MM-wave components in the process.

Now-a-days researchers all over the world are focusing their attention in the terahertz frequency region of the electromagnetic spectrum, which is typically defined in the frequency range 100 GHz to 10 THz, corresponding to a wavelength range of 3 mm to 30 microns. The Millimeter-Wave region overlaps a portion of the Terahertz region. Following the development of coherent sources and detectors, there has been growing interest in the role of terahertz technology for security and defence. The terahertz region offers a huge expanse of unused bandwidth, which currently presents a significant advantage for both security and defense initiatives. The ability of terahertz radiation to probe intermolecular interactions, large amplitude vibrations and rotational modes, in addition to showing polarization sensitivity makes terahertz radiation a unique and diverse region of the electromagnetic spectrum. The additional ability of both Terahertz and MM-Wave radiation to see through common materials, such as thick smoke, fog and dust, which are often considered as opaque in other regions of the electromagnetic spectrum offers further advantages over other optical techniques.

This book is planned to publish with an objective to provide a state-of-the-art reference book in the areas of advanced microwave, MM-Wave and THz devices, antennas and systemtechnologies for microwave communication engineers, Scientists and post-graduate students of electrical and electronics engineering, applied physicists. This reference book is a collection of 29 Chapters characterized in 3parts: Advanced Microwave and MM-wave devices, integrated microwave and MM-wave circuits and Antennas and advanced microwave computer techniques, focusing on simulation, theories and applications. This book provides a comprehensive overview of the components and devices used in microwave and MM-Wave circuits, including microwave transmission lines, resonators, filters, ferrite devices, solid state
devices, transistor oscillators and amplifiers, directional couplers, microstripeline components, microwave detectors, mixers, converters and harmonic generators, and microwave solid-state switches, phase shifters and attenuators. Several applications area also discusses here, like consumer, industrial, biomedical, and chemical applications of microwave technology. It also covers microwave instrumentation and measurement, thermodynamics, and applications in navigation and radio communication.
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1. Introduction

Microwave and millimeter wave high-power vacuum electron devices (VEDs) are essential elements in specialized military, scientific, medical and space applications. They can produce mega watts of power which would be equal to the power of thousands of solid state power devices (SSPDs). Similarly, in most of today’s T/R-Modules of active phased array antennas for radars and electronic warfare applications GaAs based hybrid and MMIC amplifiers are used. The early applications of millimeter-wave MMICs were in military, space and astronomy systems. They are now also utilized for civil applications, such as communications and automotive radars. As transmission speeds in next-generation wireless communications have become faster, wireless base stations that operate in the microwave frequency range consume an ever-increasing amount of power. The mm waves (above 30 GHz) deliver high speed and good directionality and have a large amount of available bandwidth that is currently not being used. They have the potential for use in high-speed transmissions. Point-to-point wireless is a key market for growth since it can replace fiber-optic cable in areas where fiber is too difficult or costly to install. But the real high volume action at mm-wave will likely be in the MMICs for automobile radar systems devices for short-range radar (24 GHz) and long-range radar (77 GHz). Such radars will not only be used for collision avoidance and warning, but also for side- and rear-looking sensors for lane changing, backup warning and parking assistance. While only available in high-end automobiles at present, cost reductions in MMIC chip manufacturing could lead to significant deployment in all cars in the future.

SiC MESFETs and GaN HEMTs have wide bandgap features of high electric breakdown field strength, high electron saturation velocity and high operating temperature. The high power density combined with the comparably high impedance attainable by these devices also offers new possibilities for wideband power microwave systems. The SiC MESFETs has high cost and frequency limitation of X band. On the other hand the GaN transistors have the potential to disrupt at least part of the very large VEDs market and could replace at least
some microwave and millimeter wave VEDs. The hybrid and MMIC amplifiers based on AlGaN/GaN technology has demonstrated higher output power levels, broader bandwidth, increased power added efficiency and higher operating voltages compare to GaAs for performance improvement to meet future requirements. Very promising results up to 35 GHz are demonstrated by GaN HEMT technology [1]-[8]. Resulting power density is about ten times higher than that demonstrated in GaAs.

To make GaN cost competitive with other technologies, Nitronex Corp has developed GaN transistors on low-cost 100 mm silicon substrates (GaN-on-silicon growth technology). These transistors are commercially available which cover cellular phones, wireless LANs and other applications at the lower end of the microwave frequency spectrum (1-5 GHz). The devices for high frequencies and powers are in progress. This is believed to have a major impact in the future development of millimeter-wave systems. Since low-cost mass-production potential pushes forward the technology, a very high integration of circuit functions on a single chip is possible.

Si-based other solid-state transistor amplifiers are typically fabricated using a combination of silicon bipolar and laterally diffused metal oxide semiconductor (LDMOS) technologies. LDMOS technology works well in UHF and VHF frequencies up to around 3.5 GHz. Typical power levels for these devices are usually in the <200 W range; however multi-die modules can offer power levels up to 1000 W [9]. Although LDMOS transistors are also low cost but they have the power handling and frequency limitations.

2. Classification of Power Devices

RF power devices can be broadly classified into three families:

2.1 Electron beam devices (EBD)

Travelling wave tubes (TWTs), klystrons and the inductive output tubes (“IOTs”) all belong to the EBD family. They all require multiple operating voltages, one of which is a high DC voltage (tens of kV) that accelerates the electron beam.

The TWTs are presently produced for all common microwave communication and radar bands. It has been recently shown that it is feasible to build an active 2-D phased array at X-band using TWTs that fit within the array lattice, one TWT per element [10]. The DC-to-RF conversion efficiency is poor, 25-35 %, implying severely increased operating costs compared to other devices.

The Klystrons has very high output power per device. At 30 – 2000 kW per device, the output power is 30...1000 times greater than that needed to drive an individual array element, thus requiring a very complicated system of power dividers and high-power phase-shifters to distribute and control the power flow to as many as 1000 elements per klystron. In a feed system of this kind, variable power tapering is almost impossible to realize. Also a single failed device will result in a large fraction of the array losing power at once. Also, the instantaneous power bandwidth of a large klystrons is only marginally sufficient, or even insufficient, to meet the range resolution requirement.

The IOTs also has output power levels in the 30 – 70 kilowatt range and are subject to the same complications as the klystrons with regard to the RF power distribution / feed / beam-steering system.
2.2 Power grid tubes (PGTs)

These tubes come in many shapes and sizes. There should be no problem finding a tube in the power range of one-kilowatt. A kilowatt is in the right power range for feeding an individual phased-array element, so tubes of this class could be used as the active elements of element-level power amplifiers. However, power grid tubes need multiple operating voltages, one of which is always a medium high DC voltage (> 2 kV), thus necessitating a fairly complicated power supply system, relatively short lifetimes and the more long-lived directly heated filament cathode types instead consume substantial amounts of filament-heating power, which reduces the overall DC-to-RF conversion efficiency significantly.

2.3 Solid-state Semiconductor Power Devices (SSPDs)

The maximum output power that can be obtained from an RF power transistor is limited by the physical properties of the semiconductor material, in particular the safe junction/channel power density. Increasing the junction/channel area and reducing the device thickness in an attempt to increase power also increases the junction/gate capacitance, consequently reducing frequency and power gain. The heat resistance between the semi-conductor die and the heat sink determines how much dissipated power can be transported away from the die at the maximum allowed device temperature and is often the factor that ultimately limits the output power. Until recently, these factors combined to limit the practical output power of CW-rated semiconductor devices to about 150 watts at all frequencies from VHF upwards. But during the last decade, demands from industry for better devices for the base stations for 3rd generation mobile telephone systems have generated much R&D to push the upper frequency power limit to 100 Watt and even higher. When operated within their ratings, RF power semiconductors show excellent lifetimes, upwards of many tens of thousands of hours, primarily limited by slow electro-migration of the metal used in contact pads and bonds. Semiconductor devices often operated by a single power supply in the 28 – 50 volt range, thus simplifying the power supply problem dramatically as compared to all electron devices. An additional advantage of FETs is that, being majority carrier devices, they do not suffer from thermal runaway effects. Biasing is also very simple, requiring only a source of adjustable positive voltage; the bias voltage can be derived from the main power supply through a voltage divider or a small regulator IC. A comparison of these devices on the basis of device characteristics is given in Table 1.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>P_{max} (kW)</th>
<th>Drain Eff. %</th>
<th>Gain (dB)</th>
<th>Operating voltage (kV)</th>
<th>Life time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSPDs</td>
<td>0.5</td>
<td>50-65</td>
<td>10-17</td>
<td>0.025-0.1</td>
<td>50x10^3</td>
</tr>
<tr>
<td>PGTs</td>
<td>0.5-10</td>
<td>50-60</td>
<td>10-13</td>
<td>0.5-10</td>
<td>(3-10)x10^3</td>
</tr>
<tr>
<td>EBDs</td>
<td>0.1-2000</td>
<td>25-60</td>
<td>20-40</td>
<td>25-100</td>
<td>(10-20)x10^3</td>
</tr>
</tbody>
</table>

Table 1. Comparison of power devices
3. VEDs vs SSPDs

Following are the main fundamental physical differences in SSPDs and VEDs;

1: In vacuum microwave electronic devices the electron stream moves without collision through an evacuated region between anode and cathode. As electrons pass without any collision, there is no loss in their energy (hence less efficiency loss) and thus no heat is generated during electron current flow through the device. The only heat is produced in the collector of VEDs, due to that energy of electrons which is not converted into microwaves.

In SSPDs, the electron current drifts between Emitter/Source and collector/Drain through a solid material and experience collisions. The electrons current waste some of its KE inside the device. Thus these devices have lower electron mobility compare to vacuum devices, which is an advantage for VEDs in terms of high power at high frequencies.

2: At long term high operating temperatures the performance of the device is degraded specially mobility is reduced which reduces performance at high frequencies. To keep the active region temperature of a microwave power transistor at acceptable low levels, the solid state devices need larger heat sink compare to VEDs, because the interaction region in VEDs is surrounded by Vacuum. For this purpose the base plate for solid state devices must be kept at or below 30 C, while VEDs can operate with base plate temperatures of 250 C.

3: In solid state devices the long term ionizing radiations must be avoided to prevent device degradation, while VEDs are virtually immune to ionizing radiation fluxes which make them suitable choice for the applications in space.

4: The VEDs have high electric field and power densities compare to solid state devices.

5: The SSPDs are smaller in size and low cost compare to VEDs.

6: The SSPDs are easy to fabricate compare to VEDs.

4. Why GaN transistors but not GaAs?

GaAs-based amplifiers are well-known devices currently used as pre-driver, driver, and even final-stage amplifiers for radar applications. GaN transistors and MMICs challenge GaAs technology mostly in high-bandwidth, high power applications, because, due to the smaller required device periphery for a given specified output power, good impedance matching can be achieved for GaN FETs over a broader frequency range than for GaAs pHEMTs. Also, Practical manufacturing of much higher power GaAs FETs than those currently available is facing significant technical difficulties.

The wide bandgap of GaN increases the breakdown field by five times and the power density by a factor of 10 to 20, compared with GaAs-based devices. The GaN components are therefore smaller and have a lower capacitance for the same operating power, which means that amplifiers can operate over a wider bandwidth while exhibiting good input and output matching.

GaN devices are also highly efficient because they can operate at higher voltages (24–35 V, compared with 5–8 V for GaAs-based devices at millimeter-wave frequencies), as well as having a lower on resistance. The high voltage also improves the power supply efficiency,
while the two dimensional electron gas (2DEG) produces a high electron velocity, ensuring good signal gain at K, Q and even W band frequencies. The unique attribute of the AlGaN/GaN structure is the possibility of building high channel charge, which increases the device’s current handling capability. Because GaN is a strongly polar material, the strain resulting from growing lattice-mismatched AlGaN on GaN induces a piezoelectric charge. This supplies additional electrons to the HEMT channel. This total channel charge is roughly four to five times higher than for AlGaAs/GaAs HEMTs. This piezoelectric property is a unique power-boosting bonus factor for AlGaN/GaN HEMTs.

GaN devices built on SiC substrates have a thermal conductivity 10 times higher than those fabricated using GaAs, which means that these wide bandgap devices can operate at higher power densities. GaN HEMTs can also work at higher temperatures, which reduce the need for cooling and allows for a more compact module design. The comparison in GaAs and GaN on the basis of parameters required for high power performance is summarized in Table 2.

The introduction of GaN on Silicon (most highly refined semiconductor substrates in the world are silicon wafers) is another great advantage in terms of cost. High volume production is possible because of growth on large silicon substrate. This GaN-on-silicon approach yields a low-cost, high-performance platform for high-frequency, high-power products, which is a potentially exciting combination.

The most important is the process similarities of HEMT in both technologies; hence GaN HEMT can share production process with GaAs HEMT.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GaAs</th>
<th>GaN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Operating Voltage (Volts)</td>
<td>20</td>
<td>48</td>
</tr>
<tr>
<td>Maximum Current (mA)</td>
<td>500</td>
<td>~1000</td>
</tr>
<tr>
<td>Maximum Breakdown Voltage (Volts)</td>
<td>40</td>
<td>&gt;100</td>
</tr>
<tr>
<td>Maximum Power Density (W/mm)</td>
<td>1.5</td>
<td>&gt;8</td>
</tr>
</tbody>
</table>

Table 2. Comparison of GaN and GaAs

5. **New Developments in GaN Technology**

In only 16 years (since 1993), GaN-based transistors have evolved tremendously from a poor initial performance [11] to worldwide commercialization as power amplifiers in the S and X bands [12]. To increase their frequency of operation to millimeter and sub millimeter wave frequencies, improved growth in combination with the introduction of new device structures [13]-[15] have been reported. These new structures have allowed devices with a current gain cutoff frequency $f_I$ in excess of 150 GHz and a maximum oscillation frequency
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$f_{\text{max}}$ of 230 GHz in AlGaN/GaN HEMTs with a gate length of 100 nm [13]. GaN MMICs up to Ka-Band have been presented [16-19], showing power densities up to 5 W/mm at 50 $\Omega$ load impedance.

AlGaN/GaN HEMTs grown on silicon (111) high-resistivity substrates with cutoff frequencies $f_t = 90$ GHz and $f_{\text{MAX}} = 105$ GHz have been demonstrated [20]. The results indicate that GaN-on-Si technology is a viable low-cost alternative to mm-wave transistors and that it suffers no significant raw speed disadvantages in terms of channel electron transport in comparison to devices fabricated on sapphire or SiC substrates. Further device scaling and improvements in epitaxial layer design are expected to lead to $f_t$ values well in excess of 100 GHz for AlGaN/GaN on Si technology.

Fujitsu Develops World’s First Gallium-Nitride HEMT able to cut power in standby mode and achieve high output of over 100 W, that features a new structure ideal for use in amplifiers for microwave and millimeter-wave transmissions, frequency ranges for which usage is expected to grow. This technological advance will contribute to higher output and lower power consumption in microwave and millimeter-wave transmission amplifiers for high-speed wireless communications [21]. A record power density of 10.5 W/mm with 34% power added efficiency (PAE) has been measured at 40 GHz in MOCVD-grown HEMTs biased at $DS = 30$ V [22]. A commercial company Aethercomm believes that if the trends in GaN advancement are maintained at their current rate, the predicted performance of GaN HEMTs in the year 2010 will be as depicted in Figure 1. As shown, GaN will soon overtake all of its competitors in every category [23].

The low parasitic capacitance and high breakdown voltage of GaN HEMTs makes them ideal for class-E and class-F high efficiency amplifier modes. Recently, several GaN transistor vendors have implemented class-E & F amplifiers in hybrid form. Typical results are ten watts output power with efficiencies above 80 percent [24], [25].

![Fig. 1. Evolution of GaN FET performance [23]](image-url)
A Comtech PST company has released a new high power 500 W broadband amplifier based on latest Gallium Nitride (GaN) device technology biased in class-AB mode at an input power of 0 dBm, covering the frequency range of 1-3 GHz. The amplifier offers excellent efficiency, high gain (minimum 57 dB), and linear dynamic range [26].

An S-band, 800 W GaN HEMT is released from Eudyna Device Co. Ltd. An output power of 851 W and a drain efficiency of 57.4 percent were reported at 2.9 GHz, with a 200 μs pulse width, a 10 percent duty cycle and 65 V drain-source voltage supply (Vds) [27].

GaN devices are now becoming available for pulse operated applications. A high power amplifier developed for X-band weather radar [28]. It delivers over 250 W of output power in the range of 9.1 to 9.6 GHz with at least 38 dB gains and a PAE of 21 percent. Figure 2 shows a photograph of a GaN SSPA transmitter for radar that uses GaN HEMT amplifiers and a photo of the weather radar using that amplifier [29]. SSPAs, have successfully reduced the equipment size to one sixth of that of the existing equipment, using electronic tubes. It is the first practical weather radar using SSPA.

Power amplifiers for a next generation of T/R modules in future active array antennas are realized as monolithically integrated circuits on the bases of novel AlGaN/GaN HEMT structures. Both, driver and high power amplifiers were designed for X-band frequencies. Amplifier chains integrated on multi-layer LTCC substrates demonstrated an output power levels up to 30W [30]. A photo of another X-band 20 W T/R module is shown in Fig. 3 [31].
Fig. 3. Weather radar with GaN SSPA transmitter [29].

### 6. Emerging applications

Millimeter (mm) wavelengths reside at 30-300 GHz. The current and emerging applications are in the early stages of creating a demand for MMICs based on gallium arsenide (GaAs) and GaN technologies. Digital radio transceivers for cellular communications backhaul and ground terminal transceivers for very small aperture terminals (VSATs) already employ mm-wave band MMICs. Most VSATs now operate in the Ku band (12 GHz to 18 GHz) but in the future will be moving higher in frequency to Ka band (26 GHz to 40 GHz). Most of the excitement, however, for the future growth of mm-wave technology lies in E-band (60 GHz to 90 GHz).

These bands are intended to encourage a range of new products and services including point-to-point wireless local-area networks and broadband Internet access. Point-to-point wireless is a key market for growth since it can replace fiber-optic cable in areas where fiber is too difficult or costly to install. But the real high volume action at mm-wave will likely be in the automotive radar market at 77 GHz. While only available in high-end automobiles at present, cost reductions in MMIC chip manufacturing could lead to significant deployment in all cars in the future. Such radars will not only be used for collision avoidance and warning, but also for side- and rear-looking sensors for lane changing, backup warning and parking assistance.

Similarly active antenna arrays and radar transmitters operating at W-band, especially 94 GHz, offer superior performance through clouds, fog, and smoke. W band spans roughly 70 to 110 GHz and can be used for communications, radar and non-lethal weapons systems.
Novel wide bandgap RF circuit technology is sought for radar operation at W-band in brownout and degraded visibility conditions. This need has led to interest in the development of W-band high power, high efficiency amplifiers, which are currently realized almost exclusively in gallium arsenide (GaAs) and indium phosphide (InP) material systems due to their high transition frequency (Ft) performance [32], [33]. However, use of these devices has resulted in larger device peripheries for a given specified output power, more combining structures, higher combining losses, and lower power densities. These device technologies are not capable of meeting future peak power requirements. On the other hand, wide bandgap device technologies such as gallium nitride (GaN) can overcome these limitations as they can operate at higher voltages and have demonstrated power handling capabilities on the order 10xs greater than that of GaAs or InP technologies. A three stage GaN MMIC power amplifiers for E-band radio applications is demonstrated that produce 500 mW of saturated output power in CW mode and have > 12 dB of associated power gain. The output power density from 300 μm output gate width GaN MMICs is seven times higher than the power density of commercially available GaAs pHEMT MMICs in this frequency range [34].

7. Millimeter band is not yet widely used. Why?

Due to faster transmission speeds in next-generation wireless communications, wireless base stations consume an ever-increasing amount of power. The millimeter wave frequency range above 30 GHz has a large amount of available bandwidth, because it delivers high speed and good directionality, its potential for use in high-speed transmissions is significant. However, due to millimeter-wave frequencies being higher than frequencies for conventional wireless transmissions, it has been difficult to develop amplifiers for practical use that are both compact and economical, and thus the millimeter band is not yet widely used.

8. CONCLUSIONS

Future Communication, EW and radar systems such as Base station, auto radars, the active phased-array radar (APAR) etc. will require increasingly smaller, more highly efficient SSPAs. In case of APAR, the desire for extremely fast scanning rates, much higher range, the ability to track and engage a tremendous number of targets, low probability of intercept and the ability to function as EW system, will require an innovative and cost-effective SSPD technology. The EBDs and PGTs are seen to be poor alternatives for the power amplifier of radars and other communication electronics in respect of power supply requirements, output power, bandwidth, fabrication and potential for graceful degradation compare to SSPDs especially PAs and MMICs based on wideband gap GaN technology transistors. Recent developments in the GaN HEMT have made it possible to realize highly efficient amplifiers at microwave frequencies. The results of GaN technology in terms of $f_t$, $f_{max}$, power density, efficiency, band width etc. both at microwave and mm waves indicate that it will be the possible first choice for applications in future microwave and mm wave technologies.
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1. Introduction

Since the discovery of radio frequency ("RF") transmission, antenna design has been an integral part of virtually every communication and radar application. In its most common form, an antenna represents a conducting metal surface that is sized to emit radiation at one or more selected frequencies. Antennas must be efficient so the maximum amount of signal strength is expended in the propogated wave and not wasted in antenna reflection. The modern requirements to antenna include compactness and conformality, rapid reconfigurability for directionality and frequency agility and should also allow low absolute or out-of-band radar cross-section and facilitate low probability of intercept communications. The need for an antenna that is "invisible" (thus not detectable while not in operation) has, already in the 1980’s, sparked work on the feasibility of using an atmospheric discharge plasma\(^1\) as an RF antenna. Moreover, data communications can be made more secure if the antenna only "exists" during the transmission of each data packet. Such antennas use plasma formations as the receiver or transmitter elements. The characteristics of the plasma formations are determined by purpose of the specific antenna. Plasmas have two important properties that are relevant for interaction with electromagnetic waves:

- For frequencies above the plasma frequency, a semi-infinite plasma transmits EM waves with a wavelength, \(l / e_r\), where \(l\) is the free space wavelength. Thus plasmas can in principle be used for electronic tuning or control of a radiation pattern by varying the plasma density. For the densities typical of discharge tubes, this phenomenon appears especially useful at microwave frequencies.

- For frequencies below the plasma frequency, however, the dielectric constant is \(e_r < 0\), the plasma behaves as a metal, free space EM waves cannot penetrate, and are reflected. Radio communications via the ionosphere rely on this effect.

Plasma technology can be utilized to create secure WiFi data transmission capability for use in different applications up to 100 GHz [33]. WiFi has enabled a wide array of inexpensive communication devices that are utilized in desk-top computing, networking, PDA’s etc. Its

---

1 Sir William Crookes, an English physicist identified a fourth state of matter, now called plasma, in 1879.
biggest drawback is data transmission security. When plasma is not energized, it is difficult to detect by radar. Even when it is energized, it is transparent to the transmissions above the plasma frequency, which falls in the microwave region. This is a fundamental change from traditional antenna design that generally employs solid metal as the conducting element. Additionally, a transient antenna does not interfere with any other antenna based communication system. The term transient antenna, used here, refers to an antenna that changes radiation characteristics over time. This may be accomplished by varying the dimensions, impedance, or conductivity of the antenna or by changing its position with respect to other radiating elements. Transient antenna technology is relatively new. Such a thin plasma channel can be produced using high explosives. It has long been known that plasma, ionized gas, can be used as an antenna, however, further investigations have not come until recently, because it was believed to be impossible to produce long plasma objects with high electron densities (>10^{20} \text{cm}^{-3}) [1]. Several experiments and investigations have shown that high electron density levels are achievable. Numerous investigations around the world have been conducted in order to characterize the operation of this class of antennas.

Plasma antennas offer several advantages for different applications, having:

1. compactness and conformability;
2. rapid configurability for directionality and frequency agility;
3. low allowance of absolute or out-of-band radar cross section;
4. low probability of communications interceptions;
5. higher digital performance in commercial applications;
6. very large frequency capabilities, ranging from a fraction of a Hertz to several Giga Hertz or more;
7. practically zero mass;
8. capacity for instant creation and rapid disappearance [1].

Also a problem with metal antennas is their tendency to "ring". That is once you turn off the drive frequency, they continue to radiate as the oscillations die down. This can pose a serious problem for the short range ground penetrating radars used in petrochemical and mineral exploration. However because of their rapid switchability, plasma antennas don't ring. So a fundamental distinguishing feature is that after sending a pulse the plasma antenna can be deionized (or time of life of plasma antenna is about a pulse), eliminating the ringing associated with traditional metal elements. Ringing and the associated noise of a metal antenna can severely limit capabilities in high frequency short pulse transmissions. In these applications, metal antennas are often accompanied by sophisticated computer signal processing. By reducing ringing and noise, we believe plasma antenna provides increased accuracy and reduces computer signal processing requirements. These advantages are important in cutting edge applications for impulse radar and high-speed digital communications.

The design allows for extremely short pulses, important to many forms of digital communication and radars. The design further provides the opportunity to construct an antenna that can be compact and dynamically reconfigured for frequency, direction, bandwidth, gain and beamwidth. Plasma antenna technology will enable antennas to
Plasma antennas offer several advantages for different applications, having:

- very large frequency capabilities, ranging from a fraction of a Hertz to several Giga Hertz or more;
- higher digital performance in commercial applications;
- low probability of communications interceptions;
- low allowance of absolute or out-of-band radar cross section;
- very large frequency capabilities, ranging from a fraction of a Hertz to several Giga Hertz.

Today there are well known the following main types of plasma antennas:

- Laser Induced antenna. As it was known by the authors the laser induced antenna was offered by Askar’yan G. A. [2]. Possibilities of the plasma application for antenna parameters control have been proposed in the sixties of 20 century. The transmission was realized along a plasma channel that was created by the atmosphere breakdown. The atmosphere breakdown was created by the focused laser emission. Later, for example, Dwyer et al. [3] discussed the use of a laser to assist in the ionization of paths up to several meters. The laser is used to designate the path of the antenna while an electrical discharge is employed to create and sustain the plasma. As a rule plasma antenna produced by the discharge of a Marx generator.

- Plasma Antennas Using Tube Structures. At Australian National University, a sealed-glass tube design, fed by a capacitive coupler was employed [4]. When the plasma creating voltage is turned off, the antenna effectively disappears. An efficiency of 50% was observed, the radiation patterns were predictable, and low-base-band noise for HF and VHF transmissions was recorded. The glass tube design can be very effective in providing the desires previously mentioned. When the glass tube is not energized, no plasma exists; therefore the antenna is non-conducting and incapable of coupling an EMP. If the antenna is energized with a low plasma frequency, an EMP will simply pass through the plasma without coupling into the device.

- Explosively Formed Plasma Dielectric Antennas. Another approach to creating plasma is with the use of explosives. Altgilbers et al. [5] discussed the possibilities of using an explosive driven plasma jet as an antenna. A simple explosive charge design, called a plasma cartridge (Figure 1), can be used to generate a column of ionized gas. In this design, 1-3 grams of seeded explosive charge, which contained Fe, Pb, C, N, K, Cl, and O was used to create plasma. The jet obtained a distance of 4 m in l mks. Due to the high temperatures generated by the explosive material, the surrounding gases became ionized, forming a plasma column. Altgilbers et al. [5] stated that the plasma generated by the plasma cartridge had a temperature of 3650 K with an estimated plasma density of $5 \times 10^{19}$ cm$^{-3}$. The temperatures required to produce these plasmas are a direct result of the specific explosive constituents employed. Most likely, though it is not stated, this plasma cartridge design used potassium perchlorate or some other high temperature producing oxidizer. For the fuel in the explosive to burn, oxygen is required and the amount provided in the atmosphere is minimal compared with oxidizing agents. Typical high explosives contain an oxidizer in order to provide an ample amount of oxygen for the fuel, which ensures that all of the fuel contributes to the explosive process [6]. The maximum attainable temperature that can be achieved is dependent upon the available oxygen for fuel recombination. It has been proven that a plasma jet antenna is feasible, but the details of such a design are not yet fully understood [5].
It is shown [5] that the pulsed current in the solenoid couples its energy through excite transiently varied electric and magnetic fields in the plasma jets, which are produced by explosives. The electric and magnetic fields accelerate/decelerate electrons and cause the plasma jets radiate the energy out. The possible radiation mechanisms, which have been discussed above include the line emission, the continuum radiation, and the plasma radiation. After studying their radiation powers and frequencies, it is seen that the line emission and continuum radiation including Bremsstrahlung and recombination are not influenced by the pulse current in the solenoid. The frequencies of these types of radiation are in a wide range up to 105 GHz. The energy of the plasma radiation such as electron cyclotron radiation, pulse oscillation radiation, sequence dipole oscillation radiation, and surface wave radiation are coupled from the pulse current in the solenoid. The frequencies of these radiations are in a rather narrow range with an order about GHz. The electron cyclotron radiation and pulse oscillation radiation are shown to be much weaker than the dipole oscillation radiation and surface wave radiation.

The same investigations of a plasma dielectric antenna with other design was also made in [7]. It were shown that the main properties of such an antenna are: 1) plasma antenna action has many general with the dielectric antenna action; 2) plasma antenna is designed for pulse operation.

Experimental investigations of multi-jet plasma dielectric antennas are described at [8]. A plasma antenna with four jets has been designed, built, and tested. The design of multi-jet plasma antenna with the H-waveguide excitation system is shown at the Fig. 2. Comparison of the simulation results for the antenna, operating at the frequency of 700 MHz, with four and six HE-shaped jets, shown that the basic characteristics of both antennas are virtually same. Analyzing the results of computer simulation, shown at the Fig. 3, it is possible to see that at the frequencies of 700 MHz the influence of plasma jets is substantial enough for their length of 200 mm.

It was demonstrated that this antenna can achieve more than 6-7 dB of gain at a frequency of 700 MHz.
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So according to [5] today there are well known three main physical types of plasma antennas: 1) plasma dielectric antennas, 2) plasma horn antennas and 3) plasma mirror antennas. Additional a plasma jet produced by an explosive cartridge, if properly designed, is the one of the most suitable form of this antenna. The disadvantage is the chemical composition of the explosive must be carefully chosen to ensure that the antenna operates in a nonlinear mode so as to enrich its high-frequency spectral output. But the use of explosives in order to generate transient antennas is not limited to plasma designs alone. It has been shown that the use of a high velocity metal jet resulting from a shaped charge explosive design is capable of generating such an antenna [9-11].

![Plasma dielectric antenna with four jet](image1)

**Fig. 2.** Plasma dielectric antenna with four jet [8].

![E-field strength of a four-jet plasma antenna](image2)

**Fig. 3.** E-field strength of a four-jet plasma antenna in E-plane for different length of a conductive plasma jet. Frequency is 700 MHz [8].
2. Shaped Charges as Transient Antennas

The shaped charge antenna design, frozen in time, resembles a monopole antenna. Even though the jet produced is not a perfect cylinder, as discussed later, the model for an ideal monopole can be used to predict the results. In the same way, two shaped charges placed back to back resemble a dipole antenna. In fact, the metal jets can be arranged in several different configurations in order to produce several different antenna designs. One example of shaped charge 9 jet configurations is shown in the figure 4 [12].

![Fig. 4. The shaped charge 9 jet experimental configuration developed by D.R. Kennedy [12].](image)

2.1. BRIEF SHAPED CHARGE HISTORY

A cylinder of explosive with a hollow cavity in one end and a detonator at the opposite end is known as a hollow charge. The hollow cavity, which may assume almost any axis-symmetric geometric shape such as a hemisphere, cone, ellipse, tulip, trumpet, dual angle cone, pyramid, or the like, causes the gaseous products formed from the initiation of the explosive at the end of the cylinder opposite the hollow cavity to focus the energy of the detonation products. The focusing of the detonation products creates an intense localized force. This concentrated force, when directed against a metal plate, is capable of creating a deeper cavity than a cylinder of explosive without a hollow cavity, even though more explosive is available in the latter case.

![Fig. 5. Shaped charge developed by captain Andrievsky: 1 – sawdust, 2 - gunpowder, 3 - body, 4 - electroigniter.](image)
This phenomenon is known in the U. S. and Britain as the Munroe effect (1885) and in Europe as the von Foerster (1883) or Neumann (1910, but no practical applications were developed) effect [12]. This phenomenon also was discovered by Russian general Borevskov in 1864 [13]. Later Russian captain Andrievsky in 1865 developed a special charge for detonation of explosive (see figure 5).

If the hollow cavity is lined with a thin layer of metal, plastic, ceramic, or similar materials, the liner forms a jet when the explosive charge is detonated. Upon initiation, a spherical wave propagates outward from the point of initiation for the basic case of a single point initiated charge, initiated along the axis of symmetry. This high pressure wave moves at a very high velocity, typically around 8 km/s. As the detonation wave engulfs the lined cavity, the liner material is accelerated under the high detonation pressure, collapsing the liner. During this process, for a typical conical liner, the liner material is driven to very violent distortions over very short time intervals (microseconds) at strain rates of $10^4$ to $10^7$ /s. Maximum strains greater than 10 can be readily achieved since superimposed on the deformation are very large hydrostatic pressures (peak pressures of approximately 200 GPa, decaying to an average of approximately 20 GPa). The collapse of the liner material on the centerline forces a portion of the liner to flow in the form of a jet where the jet tip velocity can travel in excess of 10 km/s. The conical liner collapses progressively from apex to base under point initiation of the high explosive. A portion of the liner flows into a compact slug (sometimes called a carrot), which is the large massive portion at the rear of the jet. Slugs constitute 80 to 85% of the jet mass and typically travel at about 1 km/s. The pressures generated during the liner collapse far exceed the yield strength of the liner material and thus the liner behaves approximately as an in viscid, incompressible fluid [14].

Many efforts have been made over the years to understand the process of jet formation regarding the various modes of jet formation, i.e., formation of jets from conical, hemispherical, and etc. liners. Early work on shaped charges showed that a range of alternative constructions, including modifying the angle of the liner or varying its thickness, would result in a faster and longer metal jet. These research and development efforts to maximize penetration capabilities were based largely on trial and error. While the concept of a metal surface being squeezed forward may seem relatively straightforward, the physics of shaped charges is very complex and even today is not completely understood.

Now in the theory of functioning of cumulative charges there was a quite certain sight on a nature of a without the jet collapse of facing of a cumulative liner and formation of a dispersion of cumulative jets. In formation of this sight the basic role the works [15, 16, 17] have played.

The hydrodynamical theory of a cumulative jet offered by G.Taylor and G.Birkhoff [18] and M.Lavrent’ev [19] , allows to receive the analytical decision of a task as a first approximation at the assumption, that the process of formation of a jet follows the laws of the stationary expiration.

In [17] on the basis of the analysis of various experimental data and results of numerical accounts the criterion of formation of compact cumulative jets is offered which says: the speeds impacting of jets in system of coordinates moving with phase speed, should be subsonic.

Problems concerning the stationary impacts of flat contracted jets are also resolved by employing a model that is based on the behaviors of ideal fluids [15]. The geometrical and kinematic parameters of jets can be defined when there no derivated inverse (cumulative)
jets at their impact point. In a rotationally symmetric case the criterion of Wolsh is inapplicable, as is indicated by the possible lack of inverse (back) jet formation due to the development of dissipative processes. The embodiment of such a condition in practice is possible at small jet impact velocities. In a rotationally symmetric case the criterion for formation of compact cumulative jets is offered on the basis of the analysis of different data resources (both experimental and calculation) [17]. The fundamental criterion states: the velocities of impacting jets in a frame moving with a phase velocity should be subsonic.

In mid-50 years of the 20th century Wolsh and his co-authors published papers dedicated to the study of steady-state symmetrical impacts of flat supersonic jets. This work was an essential addition to the hydrodynamic theory of a cumulative jet formation. It established criteria regarding the formation of a cumulative jet, with these being related to observations of the behavior of a flat shaped-charge impact. Subsequently, a ranking of criteria were formulated for jet formation that incorporate all the current nomenclature related to shaped charges, including both non-stationary and rotationally symmetric cases. The expressed criticism of this approach’s practical applicability in a rotationally symmetric case has not had any effect on its general "authority". Indeed, Wolsh et al.’s criteria are justified by practical examinations of the conditions needed for the formation and maintenance of compact cumulative jets, and are, as a rule, of great interest. Examining these conditions demands the observance of rigorous requirements, and even more so than was the case in Wolsh et al’s pioneering work. However, the essential observable and replicable condition is that the formation of a cumulative jet requires that the impact of jets happen at subsonic speeds.

The application of Wolsh’s jet formation criterion [15] to a typical non-stationary case and to cases wherein currents exist with rotational symmetry is not substantiated by the relevant and precise theoretical results.

In the works [20-21] the criterion of Wolsh is distributed on a non-stationary case. It was shown, that in a rotationally symmetric case the criterion of Wolsh is inapplicable. Also it was described, that in a rotationally symmetric case that is produced by a current associated with a symmetrical axis produced by a shock wave can never be realized. That is, that cumulative jets will always be formed. This depends on the velocity function and angle of impact, wherein the formation of continuous, partially dispergated and completely dispergated jets (stream of macroscopic particles) is possible. So the quality of a jet will depend on distance of a shock wave up to an axis of symmetry. At rather small distances such jet will be intensively dispersive and to represent a flow of high-speed particles.

2.2. Shaped charge for plasma antenna design consideration

The goal of shaped charge design [22] was to produce a metal jet capable of radiating electromagnetic energy effectively into free space. It was determined that the frequency range for operation would be around 1 GHz, thus a jet length of 75 mm (quarter wavelength) was required. The jet had to be capable of carrying current the entire distance required. Therefore, the shaped charge had to be designed so that the jet did not particulate or become non-coherent before it reached 75 mm in length. Composition-C4 was the explosive chosen for use at shaped charge. The decision for the liner material was copper; the casing was made of aluminum. Diameter of shaped charge liner was 29.8mm, the mass of the jet was 3.84 g, the mass of the slug -18.64 g, total mass of the liner was 22.48 g, and
The explosive mass was 40.37g. It was determined that the velocity of the jet tip was approximately 3.9 km/s. The length of the jet was approximately 103 mm (figure 6).

Fig. 6. Shaped charge jet 40 mks after detonation [22].

It was concluded that the metal jet created by this shaped charge design was capable of achieving a conductive length of at least the required 1 GHz quarter wavelength. Calculations shown that in the ideal case, the receiving antenna should collect 33 mW of power if 1 W of power is successfully radiated into free space by the shaped charge antenna. Previously, it was assumed that the resonant length of the shaped charge would be 75 mm based on known antenna characteristics. Given that the shaped charge jet did not represent an ideal monopole exactly, it was expected that the actual resonant length would be slightly different.

Due to the corresponding changes in reflected and received power with relation to time, it was concluded that transmission of energy from the transient antenna to the dipole was successful [22] – see figure 7. The maximum value received by the dipole in each test (approximately 4 mW) was much less than the measured value of 14 mW for the mockup. A couple of possibilities exist that may explain these apparent losses.

The tests revealed an apparent power dissipation of up to 90% over duration of 5 mks is for the 1 GHz frequency regime. It is not known exactly how much of that dissipated power is divided between heat and radiation; however preliminary calculations suggest that ohmic losses are minimal and radiation efficiency is close to 100%. Similar results were discovered in the 915 MHz thin wall and thick wall tests. Each of the tests revealed comparable values for the maximum power received by the dipole antennas. The effective use of a shaped charge as a transient antenna greatly depends on the ability of the design to limit particulates and off-axis breakup. These two factors dictate the maximum length that can be achieved by the design and the path taken by the current. The coherency of the jet determines the current path, which is a major contributing factor to the resulting polarization and the subsequent field pattern of the antenna. Given that the apex angle value affects all of the critical velocities, the particulates event, and coherency status of the jet, future research should focus primarily on the dependence of success on this parameter [22].
2.3. The main disadvantages

Over time, the jet begins to follow a phenomenon referred to as particulation. As the jet propagates, the liner material particulates into several smaller pieces along the axis of the jet. It is assumed that particulation first occurs between the neck and the head of the jet. At the interface between these two parts, a considerable velocity gradient (several km/s differences) exists and eventually, the head pulls away from the neck. After this initial particulation, the rest of the jet begins to breakup and if uninterrupted, will particulate completely. Characterization of the time before particulation, or breakup time, is of great importance to shaped charge designers.

Fig. 7. Reflected (top) and received (bottom) power for 1 GHz, 1.95 mm liner thickness test [22].
The breakup time of the jet can be increased by:
1. increasing the jet radius,
2. decreasing the jet stretching rate,
3. decreasing the jet strength,
4. increasing the jet density,
5. increasing the dynamic ductility [14].

Another concern that can have a dramatic effect on the length of a shaped charge is jet coherency. This refers to the coherency of the jet in the radial direction, which occurs symmetrically about the jet axis. A so-called coherent jet is one that has very little deviation away from that axis. Similar to particulation, a noncoherent jet is one that results in breakup into smaller particles. The particles are off-axis, therefore, spreading the force of the jet to a larger area.

3. Pulsed Explosive Dielectric Plasma Antenna

During the flying in air the metal jet of shaped charge produced plasma. The flight of hypersonic bodies in the air is accompanied by intense processes of gas and body surface heating, its erosion and ablation. At the same time, temperature near the body surface and the intensity of these processes are higher, for greater density and pressure of the environmental gas [10].

The detailed results of experimental investigations of properties of low-temperature air plasma that is initiated by hypersonic bodies moving at velocities close to the first cosmic velocity (M≈17) was described at [10]. It was discovered [23] a new physical regularity in that the plasma trace parameters could be characterized by the grain size of the surface microstructure of the hypersonic body (at a fixed velocity, shape and surface material of the hypersonic body). The experiments show the following properties of non-ideal air plasma (non-ideal parameter $\gamma =0.15$) with a condensed dispersed phase. To intensify the processes and for studying the character features of the flight in extreme conditions, the model experiments were conducted in air in the normal initial state. The technique of X-ray and mm-wave diagnostics of plasma properties and microstructural analysis of hypersonic body material were utilized in the experiments. The investigations were made in the air with normal initial conditions. Through the experiment, the body, formed in the process of compression by products of detonation of cumulative shell-hole (CSH), moved between central transmitting and receiving high-frequency QDE’s antennas [11, 24] (offset zone plates Reley-Wood with the relative hole $\approx 1$, diameter $40\lambda$, were $\lambda =0.004$ m of wavelength).

A photograph of the equipment is shown in Fig. 8. The radar chamber consists of a 3.5 meter-long tank, 1.5 meter in diameter, located at the middle of the ballistic range. The uprange end of the tank is lined with microwave absorbing material to minimize the effect of range wall reflections on the radar. The radar reflector, which is made of thin sheet aluminum, is suspended across the flight line at 45° to the flight axis. The supporting framework is designed to enable the sheet to be mounted easily and accurately in position. The sheet is replaced after each firing. The time of body flight to the high-frequency section was several times longer than the time of relaxation of the local temperature of the body, taken from the equation of heat conduction:

$$t \approx \rho c_p L^2 \chi^{-1},$$
where \( \rho \) - density, \( c_p \) - specific heat, \( \chi \) - the coefficient of specific heat of body material, \( L \) - the scale of irregular warming up of the material in the given condition, probably having the size similar to the size of the grain on the surface of the flying body.

For the full-scale experimental investigations the explosive chambers developed under the leadership of professor V.F.Minin as described at [25] were used (see figure 2).

We have used orientation imaging microscopy (OIM) to study the evolution of the grain boundary character distribution in copper as a function of annealing time. The copper shaped-charge liner material was mechanically processed to obtain the usual conical shape. A metallographic sample was cut from the wall of the cone and polished on a through-thickness plane parallel to the axis of the cone. The grain boundary character distribution was characterized using OIM. The average size of the grain of microstructure of CSH was observed also by its length in three cross-sections on the microedges. The size of the grain was regulated by finding regimes of warmer CSH material. A metallographic sample was polished on a through-thickness plane parallel to the axis of symmetry. The grain boundary character distribution was characterized using orientation imaging microscopy. The observed trend was that the factor of "random" grain boundaries generally decreased with annealing while the grain size increased by less then a factor of 2.5.

At the first stage exploratory laboratory experiments were carried out using own plasma jets expelled from 17-gram conical shaped charges (without the metal liner). Measured conductivities were in the range of 4.5 kS/m for unseeded Octol charges and 23 kS/m for seeded Octol charges containing 2.2% potassium carbonate by mass.
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Fig. 9. The explosive chamber [25].

In Fig. 10, typical signals from the Cu and Al body are shown. Fig. 10 shows the dependence of the time of existence of the plasma material with CDP on the size of microstructure grain of CSH material, which was obtained through processing of experimental data for the Cu body. While making the given dependence the data of three series of experiments were used, in which there were 10-15 experiments. The sizes of the CSH material were \( \delta=7-10, 15-25, 80-100 \) micron. Taking account that the size of the grain on the inner surface of CSH is equal to the size of the surface on the body, fig. 11. From this data, we can see that the size of grain structure on the surface of a high-velocity body greatly influences the electrophysical properties of plasma with CDP. Introducing the particles of metal into the CDP in the plasma track influence it’s electromagnetic properties through thermoelectronic emission from their surface. Thus the increasing of the grain size of metal microstructure on the body surface probably leads to the increasing of the charged particles in plasma. And the surface of a shaped charge jet is in a solid state. It could be mentioned that in a classic experiment von Holle and Trimble, see [14], measured the surface temperature of a copper liner near the tip and concluded the jet surface temperature was around 500 C. They developed their temperature measurement technique for shocked materials based on two-color infrared radiometry. However, the use of only two colors (wavelengths) indicates that the measured results are not as accurate as they would be if more colors were obtained.

Fig. 10. The typical signals from Cu-body (left) and Al-body (right).

Thus, the above mentioned results of the experiments show that while obtaining of plasma with CDP, appearing in the air though movement of high-velocity bodies and studying their
electrophysical properties, it is necessary to take into account the influence of the microstructure of the surface of the body. This phenomenon may be used, for example, to create remote quasistationary, impulse or moving reflection of microwaves. This impulse antenna is shown in Fig. 12-14. The length of a plasma body is about several tens meters.

Fig. 11. The dependence of the time of existence of plasma with the CDP on the size of microstructure grain of CSH material for Cu body.

Fig. 12. The plasma impulse antennas created in the air by a hypervelocity Al body.
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For the Al body with speed about 6 km/sec it was shown [10] that the length of a plasma antenna can reach several tens meters. The principal scheme of such type of antenna is shown in the figure 15.

Fig. 13. Fragment of the plasma antenna shown the impulse character of the surface particle erosion.

Fig. 14. The typical example of the plasma body renovated from the data of the transmitted coefficient of the mm-waves. The initial stage is shown.

Fig. 15. Principal scheme of shaped charge antenna: 1 - shaped charge, 2 - explosive chamber, 3 - tube, 4 - coil, 5 - plasma.
4. Future investigations

It could be noted [26] detailed discussions of the shaped charge concept and an extensive list of sources (too numerous to list here) are available elsewhere. This concept is not well understood by people outside the warhead community. For example, the jet is not “cutting plasma”, it is not a liquefied or molten metal jet, the jet temperature is not 20,000 C, and the density of the jet is not several times that of steel, etc. [26].

The main physical problems today in applications to plasma antenna design are as follows. Why do alloys not perform as well as pure metals (with a few exceptions)? Along these same lines, it is known that fine grain liner materials perform better than coarse grain materials. What is the optimum grain size (for materials other than copper, where fine grain liners perform better than coarse grain liners [27])? What is the preferred grain orientation/texture? What about metal purity? (Note that determining the optimal microstructure and mechanical properties for the liner would determine the preferred fabrication method). Should the grain size of the explosive components be fine or coarse to match the grain size present in the liner? Another area of interest is jet particulation or breakup. Can one predict the necking and fracture process of a hypervelocity jet stretching due to its velocity gradient?

Other areas of interest are scaling. Typically, shaped charges can be scaled (homologous scaling) over a charge diameter range of about 1.5 inches to 7 inches. For small charges, the precision/tolerance requirements are hard to achieve and the detonation physics involved does not scale. For large charges, the liner metallurgy is harder to control and the explosive loading is more difficult (may have to be done in stages). Are other, not homologous, scaling laws possible?

Finally, the jet temperature is in general unknown and its prediction by hydrocodes (large computer codes) is difficult and driven by the constitutive equation and equation of state used in the calculation. What is the gradient of temperature, tip to tail, for a shaped charge jet? Recovered jet particles and slugs indicate regions of at least localized melting. What is the interior temperature of the jet? [14]

As it was mentioned below the length of metal shaped charge jet is limited by the value of L < 10D, where D is a liner diameter. Today as it was shown in [28] the largest shaped charges are available. For example, in [28] a parametric study was conducted using the Shaped Charge Analysis Program code to design 28 inch (711 mm) outside diameter of shaped charge. The total charge weight was about 900 pounds. The total weight of Octol explosive was about 600 pounds. So the length of shaped charge metal jet (antenna) about 7-10m is available.

The length of plasma dielectric shaped charge antenna is also depends on the dimensions of shaped charge. As it was shown in [10] the length of such type of antenna about several hundreds meters are available (figure 16).

Also new physical principles of shaped charge design in applications to plasma antenna must be developed [29-32]. For example, academic prof. V.F.Minin [34] at the beginning of 1960th discovered a new shaped charge with cylindrical liner [13, 29]. Such type of shaped charge could be also applied to plasma antenna design (figure 17).
Future investigations

It could be noted [26] detailed discussions of the shaped charge concept and an extensive list of sources (too numerous to list here) are available elsewhere. This concept is not well understood by people outside the warhead community. For example, the jet is not “cutting plasma”, it is not a liquefied or molten metal jet, the jet temperature is not 20,000 °C, and the density of the jet is not several times that of steel, etc. [26].

The main physical problems today in applications to plasma antenna design are as follows. Why do alloys not perform as well as pure metals (with a few exceptions)? Along these same lines, it is known that fine grain liner materials perform better than coarse grain materials. What is the optimum grain size (for materials other than copper, where fine grain liners perform better than coarse grain liners [27])? What is the preferred grain orientation/texture? What about metal purity? (Note that determining the optimal microstructure and mechanical properties for the liner would determine the preferred fabrication method). Should the grain size of the explosive components be fine or coarse to match the grain size present in the liner? Another area of interest is jet particulation or breakup. Can one predict the necking and fracture process of a hypervelocity jet stretching due to its velocity gradient?

Other areas of interest are scaling. Typically, shaped charges can be scaled (homologous scaling) over a charge diameter range of about 1.5 inches to 7 inches. For small charges, the precision/tolerance requirements are hard to achieve and the detonation physics involved does not scale. For large charges, the liner metallurgy is harder to control and the explosive loading is more difficult (may have to be done in stages). Are other, not homologous, scaling laws possible?

Finally, the jet temperature is in general unknown and its prediction by hydrocodes (large computer codes) is difficult and driven by the constitutive equation and equation of state used in the calculation. What is the gradient of temperature, tip to tail, for a shaped charge jet? Recovered jet particles and slugs indicate regions of at least localized melting. What is the interior temperature of the jet? [14]

As it was mentioned below the length of metal shaped charge jet is limited by the value of \( L < 10D \), where \( D \) is a liner diameter. Today as it was shown in [28] the largest shaped charges are available. For example, in [28] a parametric study was conducted using the Shaped Charge Analysis Program code to design 28 inch (711 mm) outside diameter of shaped charge. The total charge weight was about 900 pounds. The total weight of Octol explosive was about 600 pounds. So the length of shaped charge metal jet (antenna) about 7-10m is available.

The length of plasma dielectric shaped charge antenna is also depends on the dimensions of shaped charge. As it was shown in [10] the length of such type of antenna about several hundreds meters are available (figure 16).

Also new physical principles of shaped charge design in applications to plasma antenna must be developed [29-32]. For example, academic prof. V.F.Minin [34] at the beginning of 1960th discovered a new shaped charge with cylindrical liner [13, 29]. Such type of shaped charge could be also applied to plasma antenna design (figure 17).

As it was mentioned below the jet properties depend on the charge case and liner shape, released energy, and the liner mass and composition. Also the plasma properties depend on the type of material on the surface of the jet and the square of a jet surface. To increase the erosion process from the surface of a jet the unconventional shaped charge can be investigated.

As previously described, conventional shaped charges initiate an explosive material to collapse a liner material about a cavity defined by the liner. The collapsing liner material moves axially inwardly toward the longitudinal axis and simultaneously moves outwardly in the direction of the detonation wave to generate a high velocity jet. Energy from the detonation wave is transferred to the individual particles of the collapsing liner material. For example to increase the jet diameter the forced jet formation principle [29, 31] could be apply -
by resisting collapse of the liner toward the longitudinal axis, and by maintaining a jet diameter greater than conventional jets.

Also it is not a direct subject of a present chapter it could be mentioned that some new perspective shaped charge liners for the plasma antenna development were discovered and investigated under the scientific leadership of academic Prof. Dr. Vladilen F. Minin [34], they are:

- Star-shaped liners: in the cross section from the charge butt end, the liner has a four-ray shape. The distance from the charge axis to the liner decreases with the charge length in an unproportional manner. Therefore, the two-dimensional cross sections of the liner are different in different planes. That is why the liner has four planes of symmetry. Some of the experimental geometric dimensions were as follows: the liner thickness 3.5 mm, the largest radius of the liner 27.5 mm, the shell thickness 5 mm, the external radius of the shell 32.5 mm, the length of the HE charge 70 mm (see figure 18).

- W-liner: some results of preliminary studies of cumulative charges; with the linings that we name W-shaped linings. Tests with the W-shaped charges have shown that massive jets (without the formation of a slug) with velocities of 1.5-5 km/s can be formed at large focusing distances (see figure 19). It could be noted that the W-shaped lining can be bimetallic, i.e., its central and peripheral parts are made of different metals. So the metal in inner surface of a jet can be made from the metal with the specific properties to plasma formation [13, 29, 30].

![Fig. 18. Star-like liner for the shaped charge and the target.](image-url)
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by resisting collapse of the liner toward the longitudinal axis, and by maintaining a jet diameter greater than conventional jets.

Also it is not a direct subject of a present chapter it could be mentioned that some new perspective shaped charge liners for the plasma antenna development were discovered and investigated under the scientific leadership of academic Prof. Dr. Vladilen F. Minin [34], they are:

- Star-shaped liners: in the cross section from the charge butt end, the liner has a four-ray shape. The distance from the charge axis to the liner decreases with the charge length in an unproportional manner. Therefore, the two-dimensional cross sections of the liner are different in different planes. That is why the liner has four planes of symmetry. Some of the experimental geometric dimensions were as follows: the liner thickness 3.5 mm, the largest radius of the liner 27.5 mm, the shell thickness 5 mm, the external radius of the shell 32.5 mm, the length of the HE charge 70 mm (see figure 18).

- W-liner: some results of preliminary studies of cumulative charges; with the linings that we name W-shaped linings. Tests with the W-shaped charges have shown that massive jets (without the formation of a slug) with velocities of 1.5-5 km/s can be formed at large focusing distances (see figure 19). It could be noted that the W-shaped lining can be bimetallic, i.e., its central and peripheral parts are made of different metals. So the metal in inner surface of a jet can be made from the metal with the specific properties to plasma formation [13, 29, 30].

Other aspect of the future explosive plasma antenna development is as follows. Pulse power levels obtained now have the units of GW values. That power is determined by high values of the antenna input voltage (units of megavolts). It can lead to breakdowns in the feeder and antenna. Such a problem also arise in the making of mobile sources that have power of tens megawatt value. When such sources are made on the magnetic cumulative generator (MCG) or flux compression generator (FCG) bases the task of decreasing of dimensions and weight of them keeps being relevant. FCGs use the chemical energy from high explosives to accelerate a metallic conductor that traps and compresses a magnetic field initially created by a seed energy source such as a capacitor bank, battery, or another pulsed generator (figure 20) [35, 36].

The output voltage in such generators as a rule exceeds 30KV value under there volume in 0.5l and mass in 300g values.

Fig. 19. X-ray of initial stage of a jet formation from W-type liner.

Fig. 20. Simulation of the FCG operation developed under the scientific leadership of Prof. V.F.Minin.
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1. Introduction

Increasing demands for reconfigurable microwave and millimeter-wave circuits are driven for their high-potential integration in advanced communication systems for civil, defense or space applications (multi-standard frequency communication systems, reconfigurable / switchable antennas, etc.). A wide range of tunable and switchable technologies have been developed over the past years to address the problems related to the overlapping of the frequency bands allocated to an ever-increasing number of communication applications (cellular, wireless, radar etc.). Usually, the reconfiguration of such complex systems is realized by using active electronics components (semiconductor-based diodes or transistors) (Pozar, 2005) or, at an incipient stage, RF MEMS (Micro-electro-mechanical systems)-based solutions (Rebeiz, 2003). However, the performances of these systems are sometimes limited by the power consumption and non-linear behaviour of the semiconductor components or by the yet-to-be-proved reliability of the MEMS devices (switches or variable capacitors).

Current research towards the development of smart multifunctional materials with novel, improved properties may be a viable solution for realizing electronic devices and/ or optical modules with greater functionality, faster operating speed, and reduced size. Smart materials are those materials whose optical and electrical properties (transmittance, reflectance, emittance, refractive index, electrical resistivity etc.) can be controlled and tuned by external stimuli (applied field or voltage, incident light, temperature variation, mechanical stress, pressure etc.). In the RF-microwave fields, materials that are relevant towards the fabrication of tuneable components (resistors, capacitors, inductors), can be classified according to their tuneable properties as: tuneable resistivity materials (semiconductors, phase change materials), tuneable permittivity materials (ferroelectrics,
liquid crystals, pyrochlores, multiferroics) or tuneable permeability materials (ferromagnetics, multiferroics etc.) (Gevorkian, 2008). They can be used to build intelligent components for a broad range of applications: phase shifters/ modulators, delay lines, switches, filters and matching networks, tuneable loads, agile antennas, sensors, detectors etc.

Among the most attractive class of smart materials are those exhibiting a phase transition or a metal-insulator transition. The metal-insulator transition is a large area of research that covers a multitude of systems and materials (chalcogenides, colossal magnetoresistance manganites, superconducting cuprates, nickelates, ferroelectrics, etc.) (Mott, 1968; Edwards et al., 1998). In particular, certain transition metal oxides exhibit such phase transition (Rice &McWhan, 1970), and among these, the vanadium oxide family (V$_2$O$_5$, V$_2$O$_3$, VO$_2$) shows the best performance, in particular, presenting a noticeable resistivity change between the two phases. Among these, vanadium dioxide, VO$_2$, has been studied intensely in the last decade because of his large, reversible change in its electrical, optical and magnetical properties at a temperature close to room temperature, of ~68°C (Morin, 1959) which makes it a potential candidate for introducing advanced functionalities in RF-microwave devices.

Within the present chapter, we want to offer an insight on the amazing properties of the VO$_2$ materials (focusing on the electrical ones) and to give practical examples of their integration in advanced adaptive devices in the RF-microwave domain, as developed in the last years at the XLIM Institute in collaboration with the SPCTS laboratory, both from CNRS/ University of Limoges, France (Crunteanu et al., 2007; F. Dumas-Bouchiat et al., 2007, 2009, Givernaud et al., 2008).

We will focus in a first step, on the fabrication using the laser ablation (or the pulsed laser deposition -PLD) method of the VO$_2$ thin films, on its structural, optical and electrical characterization (speed and magnitude of phase transition induced by temperature or an external electrical field). In a second step we will show the practical integration of the obtained VO$_2$ films in RF- microwave devices (design, simulation and realisation of VO$_2$-based switches and tuneable filters in the microwave domain etc.) and we will conclude by presenting the latest developments we are pursuing, namely the demonstration of VO$_2$-based, current-controlled broadband power limiting devices in the RF- microwave frequency domains.

2. VO$_2$ material properties and applications

As mentioned before, vanadium dioxide is one of the most interesting and studied members of the vanadates family performing a metal-insulator (or, more correctly, a semiconductor to metal phase transition- SMT) (Morin, 1959; Mott, 1968). At room temperature (low temperature state) VO$_2$ is a semiconductor, with a band gap of ~1 eV. At temperatures higher than 68°C (341 K) VO$_2$ undergoes an abrupt transformation to a metallic state, which is reversible when lowering the temperature below 65°C (VO$_2$ becomes again semiconductor). This remarkable transition is accompanied by a large modification of its electrical and optical properties: the electrical resistivity decreases by several orders of magnitude between the semiconductor and the metallic states while the reflectivity in the near-infrared optical domain increases (Zylbersztejn & Mott, 1975; Verleur et al., 1968). The reversible SMT transition can be triggered by different external excitations: temperature, optically (Cavalleri et al., 2001, 2004, 2005; Ben-Messaoud et al., 2008; Lee et al., 2007), electrically- by charge injection (Stefanovich et al., 2000; Chen et al., 2008, Kim et al., 2004,
Guzman et al., 1996, Dumas-Bouchiat et al., 2007) and even pressure (Sakai & Kurisu, 2008). Recent studies showed that the electrically- and optically- induced transitions can occur very fast (Stefanovich et al., 2000; Cavalleri et al., 2001-2005) (down to 100 fs for the optically- triggered ones (Cavalleri et al., 2005)) and that the transition is more typical of a rearrangement of the electrons in the solid (electron- electron correlations) than it is a an atomic rearrangement (crystalline phase transition from semiconductor monoclinic to a metallic rutile structure).

Although a large number of studies have been devoted to the understanding of the SMT in VO2, there is still no consensus concerning the driving mechanisms of this phase transition (Pergament et al., 2003; Laad et al., 2006, Qazilbash et al., 2007, Cavalleri et al., 2001). The two mechanisms believed to be responsible for the phase transition (the Peierls mechanisms-electron-phonon interactions and the Mott-Hubard transition – strong electron-electron interactions) are still elements under debate (Morin, 1959; Mott, 1968; Cavalleri et al., 2001, Stefanovich et al., 2000, Pergament et al. 2003, Kim, 2004; Kim, 2008).

The transition temperature of the VO2 layers can be shifted to lower temperatures e.g. by applying an electric field or an incident light beam to a planar two-terminal device (Kim et al., 2004; Lee et al., 2007, Qazilbash et al., 2008, Chen et al., 2008). It is believed that an electric field application to VO2 or an incident beam influences the electron or holes concentrations resulting in a shift of the transition temperature. According to the Mott-Hubard mechanism (Laad et al., 2006), the SMT transition should be driven by the increase in electron concentration (once the electrons reach a critical concentration, the VO2 pass from semiconductor to metallic). Also, the transition temperature of the VO2's SMT can be increased or decreased by doping with metals like W, Cr, Ta or Al (Kitahiro & Watanabe, 1967; Kim et al., 2007). VO2 has a high voltage breakdown, which can be exploited for transmission of high power levels in microwave devices.

In the last years, an ever increasing number of papers have been published and discussed VO2-based applications, most of which are on microbolometers applications (Yi et al., 2002; Li et al., 2008), smart thermochromic windows (Manning et al., 2002), spatial light modulators (e.g. Richardson and Coath, 1998; Jiang and Carr, 2004; Wang et al., 2006) or electrical switches development (thin films and single-crystal structures) (e.g. Guzman et al., 1996; Stefanovich et al., 2000; Qazilbash et al., 2007; Kim et al., 2004), but the functioning of the proposed devices is based mainly on the thermal activation of the MIT transition which is far more slow than the purely electric or optical- activated ones (massive charge injection or optical activation). The very few reports concerning the possible integration of VO2 thin films in devices and systems for RF and millimetre wave applications concerns their dielectric properties in this domains (Hood & DeNatale, 1991), the fabrication of submillimeter -wave modulators and polarizers (Fan et al., 1977), of thermally controlled coplanar microwave switches (Stotz et al., 1999) and numerical simulations of VO2-based material switching operation in the RF-microwave domain (Dragoman et al., 2006). The operating frequency for VO2-based switches was estimated to be beyond 1 THz (Stefanovich et al., 2000), which makes them very attractive for realizing broadband devices in the millimetre-wave domain.

In the last few years we successfully integrated PLD-deposited VO2 thin films in several types of components and more complex devices such as thermally and electrically-activated microwave switches (Crunteanu et al., 2007; Dumas-Bouchiat et al., 2007 and 2009), tunable band stop filters including VO2-based switches (Givernaud et al., 2008) and recently, we
proposed an original approach for the design and fabrication of self-resetting power limiting devices based on microwave power induced SMT in vanadium dioxide (Givernaud et al., 2009). As an illustration of our current activities towards the integration of VO₂ layers in RF-microwave (RF-MW) devices, we will present the design, fabrication and characterization of thermally activated MW switches and their integration in a new type of thermally triggered reconfigurable 4-bit band stop filter designed to operate in the 9-11 GHz frequency range.

3. PLD deposition and structural, optical and electrical characterization of the VO₂ thin films

Several deposition methods have been proposed for fabrication of VO₂ thin films: sputtering, evaporation pyrolysis or chemical reaction techniques (Hood & DeNatale, 1991; Stotz et al., 1999; Manning et al., 2002; Li et al., 2008 etc.). According to the multivalency of vanadium ion and its complex oxide structure (Griffiths & Eastwood, 1974), numerous phases with stoichiometries close to VO₂ can exist (from V₄O to V₂O₅) and the synthesis of phase pure VO₂ thin films is an important challenge. Reactive pulsed laser deposition (PLD) is a suitable technique for obtaining high-purity oxide thin films (Chrisey & Hubler, 1994; Eason, 2007), very well adapted for obtaining the stoichiometric VO₂ layers. However, careful optimisation of the working parameters is necessary to obtain thin films of the pure VO₂ stabilized phase without any post-treatment.

![KrF⁺ laser beam](image)

Fig. 1. Photography of the PLD set-up showing schematically the inside of the deposition chamber (left-hand side) and the expansion of the plasma plume towards the substrate after the laser pulse (right-hand side).

In our case, VO₂ thin films were deposited using reactive pulsed laser deposition from a high purity grade (99.95%) vanadium metal target under an oxygen atmosphere. The experimental set-up (picture shown in Fig.1) was described elsewhere (Dumas-Bouchiat et al., 2006) and is based on an excimer KrF laser (with a wavelength of 248 nm and a pulse duration of 25 ns), operating at a repetition rate of 10 Hz. The laser beam is focused on a rotating target in order to obtain fluences (i.e. energies per irradiated surface unit) in the order of 5 to 9 J/cm². The plasma plume expands in the ambient oxygen atmosphere (total...
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pressure in the chamber maintained at $2 \times 10^{-2}$ mbar). Since it has a relatively low lattice parameter mismatch (4.5%) as compared to VO$_2$ monoclinic phase, monocristalline Al$_2$O$_3$(C) is a good candidate to deposit mono-oriented VO$_2$ films (Garry et al., 2004). The substrate is heated by an halogen lamp at about 500°C and the deposition duration is changing from 10 to 45 minutes leading to thickness in the range 100 - 600 nm. VO$_2$ thin films have been also deposited on sapphire R-type substrates (Al$_2$O$_3$(R)), quartz or 100 Si substrates (bare or oxidized with a 1-µm thick layer of SiO$_2$).

Irrespective on the substrate we used, the obtained films show a smooth surface with very low-density or no particulates at all, as indicated by scanning electron microscopy analysis, see Fig. 2a. Their morphology (as revealed by atomic force microscopy, AFM, Fig. 2b) consists of compact quasispherical crystallites with typical dimensions (root mean square roughness) between 5 and 15 nm. The non-dependence of film morphology on the substrate nature may be an indication that the growth mechanism is governed mainly by the laser beam/ target interaction.

![SEM image of a VO$_2$ thin film growth on a sapphire substrate showing a smooth surface](image1)

![AFM image obtained on a VO$_2$ film (75-nm thickness) onto a sapphire R substrate showing compact crystallites](image2)

![Typical XRD scan for a 200-nm thick VO$_2$ thin film deposited on an Al$_2$O$_3$ (C) substrate showing characteristic peaks (020) and (040) of the monoclinic phase of VO$_2$.](image3)
X-Ray diffraction -XRD investigations (in $\theta$, $2\theta$ configuration) performed on VO$_2$/Al$_2$O$_3$(C) thin films reveal two peaks located near 40.2° and 86.8° corresponding respectively to the (020) and (040) planes of the monoclinic VO$_2$ phase. In certain cases, and especially for amorphous substrates (SiO$_2$/ Si substrates), depending on the deposition parameters, a peak appears near 28° corresponding to the (011) planes of VO$_2$ with an orthorhombic structure (Youn et al., 2004).

### 3.1 Temperature-induced SMT of VO$_2$ thin films

For the obtained VO$_2$ films we recorded the variation of their electrical optical and properties (resistivity and optical transmission variation) with the applied temperature in order to rapidly assess the amplitude of their temperature-activated SMT transition.

The electrical resistance/ resistivity of the VO$_2$ thin films was recorded in the 20-100°C temperature range using a two-terminal device (two metallic contacts deposited nearby on a rectangular VO$_2$ pattern). A typical resistance hysteresis cycle (heating- cooling loop) of a 200-nm thick VO$_2$ thin films deposited on a C-type sapphire substrate can be observed in Fig. 4 (the VO2 pattern between the two measurements electrodes was, in this case, 70 $\mu$m long x 45 $\mu$m wide and 200 nm thick). One may observe a huge change in its resistance as the temperature is cycled through the phase transition ($R \approx 450$ k$\Omega$ at 20°C down to $R \approx 75$ $\Omega$ at 100°C). The width of the hysteresys curve (heating- cooling cycle) is very small: the transition occurs in the 72-74°C range when heating the sample (transformation from semiconductor to metal) and in the 65-68°C range when cooling down at room temperature, and is witnessing on the high quality of the obtained material.

![Fig. 4. Resistance variation with temperature for a VO$_2$ film (two terminal device of 70 mm long, 45 mm wide and 200 nm thick) fabricated by PLD on a C-type sapphire substrate](image)

The optical transmission measurements of VO$_2$ layers on different substrates as a function of the temperature were done in the UV-visible- mid-IR regions of the spectrum using a Varian Carry 5000 spectrophotometer equipped with a sample heater. They were recorded for different temperatures in the 20-100° C domain. As observed on Fig. 5, the VO$_2$ films
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X-Ray diffraction - XRD investigations (in $\theta$, $2\theta$ configuration) performed on VO₂/Al₂O₃(C) thin films reveal two peaks located near 40.2° and 86.8° corresponding respectively to the (020) and (040) planes of the monoclinic VO₂ phase. In certain cases, and especially for amorphous substrates (SiO₂/Si substrates), depending on the deposition parameters, a peak appears near 28° corresponding to the (011) planes of VO₂ with an orthorhombic structure (Youn et al., 2004).

3.1 Temperature-induced SMT of VO₂ thin films

For the obtained VO₂ films we recorded the variation of their electrical optical and properties (resistivity and optical transmission variation) with the applied temperature in order to rapidly assess the amplitude of their temperature-activated SMT transition. The electrical resistance/resistivity of the VO₂ thin films was recorded in the 20-100°C temperature range using a two-terminal device (two metallic contacts deposited nearby on a rectangular VO₂ pattern). A typical resistance hysteresis cycle (heating—cooling loop) of a 200-nm thick VO₂ thin films deposited on a C-type sapphire substrate can be observed in Fig. 4 (the VO₂ pattern between the two measurements electrodes was, in this case, 70 μm long x 45 μm wide and 200 nm thick). One may observe a huge change in its resistance as the temperature is cycled through the phase transition ($R \sim 450 \, \Omega$ at 20°C down to $R \sim 75 \, \Omega$ at 100°C). The width of the hysteresys curve (heating—cooling cycle) is very small: the transition occurs in the 72-74°C range when heating the sample (transformation from semiconductor to metal) and in the 65-68°C range when cooling down at room temperature, and is witnessing on the high quality of the obtained material.

Fig. 4. Resistance variation with temperature for a VO₂ film (two terminal device of 70 mm long, 45 mm wide and 200 nm thick) fabricated by PLD on a C-type sapphire substrate

The optical transmission measurements of VO₂ layers on different substrates as a function of the temperature were done in the UV-visible—mid-IR regions of the spectrum using a Varian Carry 5000 spectrophotometer equipped with a sample heater. They were recorded for different temperatures in the 20-100°C domain. As observed on Fig. 5, the VO₂ films deposited on Al₂O₃ (R) and on SiO₂/ Si substrates showed a very sharp phase transition witnessing of abrupt change (transmission change factors between 4 and 8) of its optical properties (drastic modification of its refractive index and absorption coefficient). One may notice on the graph on Fig. 5a that the temperature-dependent transmission curves intersect in a particular point, the isosbestic point (at ~850 nm) where the transmittance is constant for all temperatures (Qazilbash et al., 2007).

Fig. 5. Optical transmission spectra vs. temperature for 50-nm thick VO₂ films made by PLD on R-type sapphire substrates (a) and 1-μm thick SiO₂/ Si substrate (the oscillations visible on these spectra are interference patterns due to the SiO₂/ Si stack layers)(b).

We also investigated the reflectivity variation of the VO₂ films versus the temperature. Typically, a substrate covered with a VO₂ thin layer was placed on a heating stage and the optical power of a reflected fiber laser beam (at 1550 nm) directed at almost normal incidence onto the film surface was recorded during temperature variation in the 20-100°C domain. On Fig. 6 is presented a typical hysteresys cycle of film’s reflectivity (heating—cooling cycle). The VO₂ films showed a very sharp, abrupt phase transition that occurs
irrespective of the used substrate or of their thickness. As in the case of the electrical resistivity measurements, the width of the hysteresys curve is very small.

Fig. 6. Hysteresis cycle of reflectivity (at 1550 nm) vs. temperature for a 75-nm thick VO₂ film made by PLD on C-type sapphire substrate showing the sharp phase transition of the VO₂ material.

3.2 Electrically-induced SMT of VO₂ thin films
The proof of concept of thermally induced SMT of VO₂ thin films for realising microwave (and optical) switching devices shown above represents already an innovative, interesting field of research both from theoretically and practical points of view. However, the electrically driven SMT of the VO₂ material will result in more practical devices (without the need of an additional temperature source for the phase transition activation) that, theoretically, can be activated several orders of magnitude faster (Mott, 1968; Cavalleri et al., 2001; Stefanovich et al., 2000; Kim et al., 2004).

We therefore initiated investigations for evaluating the electrically actuated phase transition of VO₂ thin films integrated in two-terminal switching devices. The VO₂ pattern is included in an electrical circuit (Fig. 7a) with a c.c. voltage source (applied voltage, \( V_{ap} \)), an amperemeter (measuring the current in the circuit, \( I \)) and a resistor (\( R_s \), with typical values between 100 and 1500 Ω) for limiting the overall current in the circuit since high values of the current may damage the VO₂ switch. The first results (\( I-V_{ap} \) and \( I-V_{VO2} \) characteristics) of the electrically actuated VO₂- based two-terminal device (rectangular pattern, 40-μm long, 95-μm wide and 200 nm thick) are presented on Figs. 7b, c. It may be seen that at a given threshold voltage (\( V_{ap} \) between 11 and 14 V for the c.c. voltage source, and \( V_{VO2} \sim 10.5 \) to 13 V for the voltage on the VO₂ circuit, depending on the \( R_s \) value) the current increase abruptly, indicating that the resistivity of the VO₂ layer decreased. This phenomenon is indicative on the onset of the phase transition, VO₂ passes from a high resistive state (semiconductor) in a low-resistive one (it becomes metallic).
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Fig. 6. Hysteresis cycle of reflectivity (at 1550 nm) vs. temperature for a 75-nm thick VO2 film made by PLD on C-type sapphire substrate showing the sharp phase transition of the VO2 material.

3.2 Electrically-induced SMT of VO2 thin films

The proof of concept of thermally induced SMT of VO2 thin films for realising microwave (and optical) switching devices shown above represents already an innovative, interesting field of research both from theoretically and practical points of view. However, the electrically driven SMT of the VO2 material will result in more practical devices (without the need of an additional temperature source for the phase transition activation) that, theoretically, can be activated several orders of magnitude faster (Mott, 1968; Cavalleri et al., 2001; Stefanovich et al., 2000; Kim et al., 2004).

We therefore initiated investigations for evaluating the electrically induced phase transition of VO2 thin films integrated in two-terminal switching devices. The VO2 pattern is included in an electrical circuit (Fig. 7a) with a.c. voltage source (applied voltage, Vap), an amperemeter (measuring the current in the circuit, I) and a resistor (Rs, with typical values between 100 and 1500 Ω) for limiting the overall current in the circuit since high values of the current may damage the VO2 switch. The first results (I-Vap and I-VVO2 characteristics) of the electrically actuated VO2-based two-terminal device (rectangular pattern, 40-μm long, 95–90-μm wide and 200 nm thick) are presented on Figs. 7b, c. It may be seen that at a given threshold voltage (Vap between 11 and 14 V for the a.c. voltage source, and VVO2~ 10.5 to 13 V for the voltage on the VO2 circuit, depending on the Rs value) the current increase abruptly, indicating that the resistivity of the VO2 layer decreased. This phenomenon is indicative of the onset of the phase transition, VO2 passes from a high resistive state (semiconductor) to a low-resistive one (it becomes metallic).

Fig. 7. a) Electrical circuit set-up for investigating the Electrically-induced SMT transition of a two terminal switching device based on a VO2 thin film (200-nm thick on C-type sapphire); b) I-Vap hysteresis characteristic as the Vap is swept between 0 and maximum of 30V and backwards and c) the typical S-shape of the I-VVO2 characteristic of the device.

The nonlinear, S-shaped, negative differential resistance (NDR) I-VVO2 characteristic, typical for the VO2 material (and whose shape can be tuned with external applied temperature) is of high interest from the viewpoint of fundamental physics as well as of a broad range of applications (NDR based oscillators, transistors, filters etc.).
The device remains in the activated state as long as the voltage or the current is maintained in the circuit. For evaluating the switching time of the electrically induced transition we used a similar activation schema (Fig. 8a) but including an a.c. voltage actuation with a square-type waveform (voltage pulses for which the temporal width were varied from 1 to 20 \(\mu\)m).

Fig. 8. a) Set-up for electrical activation of the SMT transition and evaluation of the switching time of a VO\(_2\)-based two-terminal switch b) applied squared waveform (16 V amplitude, 1.5 \(\mu\)s in width) and the voltage variation through the VO\(_2\) switch (in series with a resistor having \(R_S\) = 278 \(\Omega\)) showing installation of the VO\(_2\)'s SMT with activation times \(\Delta\tau\) which varies between 100 and 250 ns.

As indicated in Fig. 8 b, c, preliminary results indicate switching times values as low as several hundreds of nano-seconds, which are, however, situated well above the electronically induced VO\(_2\) transition (supposed to occur in the ps domain).
Although the theoretical calculations for a current-induced temperature initiation of the SMT transition (by the Joule heating effect) on the tested device lies in the order of the micro-second scale time (higher than the switching times we recorded), it is prematurely to assess on a purely electrical-induced phase transition (by charge injection). More likely we recorded a switching time describing a mixture of the two potentially present mechanisms (Joule effect heating and charge injection). Nevertheless, the key point of these experiments is that the switching time values are better than those of devices employing fast MEMS-based solutions (Lacroix et al., 2007) and not far from the switching times values of the semiconductors currently used in millimeter domain-switching devices.

We should point out that the electrical activation of VO₂ thin films is also accompanied by changes in their optical properties, easily perceived using optical microscopy and recorded using a CCD camera, as reflectivity change periodically with the applied a.c. signal. These findings are currently exploited in our group for fabrication of variable reflectivity micro mirrors and attenuators in the optical domain for high-speed modulators in novel laser systems (results not reported here).

To resume the preliminary results presented above we may say that the VO₂ is a very interesting and exciting phase transition material. Its electrical and optical properties may be tuned in a static or dynamical way by external factors such as the temperature or an applied electrical field or voltage. These results were further exploited for the realization of rapid electrically switching of microwave coplanar waveguide (CPW) lines or the fabrication of band-stop-type MW filters.

4. Integration of VO₂ thin films in microwave switches and filters

The enormous resistivity change (3 to 4 order of magnitude) of the VO₂ material undergoing the SMT induced by the temperature or by an applied voltage was exploited to fabricate and characterize simple microwave switches based on a coplanar microwave waveguide integrating VO₂ thin films. We obtained temperature activated switching functions (in both shunt and series configurations) with relatively low losses and more than 25 dB transmission variations between the ON/OFF states, on a very large bandwidth (50 MHz–35 GHz) (Crunteanu et al., 2007; Dumas-Bouchiat et al., 2009). The concept was successfully implemented for more complex devices, such as tuneable band stop filters operating around 10 GHz in the microwave frequency domain (Givernaud et al., 2008).

4.1 Microwave switching based on VO₂ films two terminal devices

In the followings we will present a novel concept of VO₂-based electrical switch by using the discrete (and local) thermal activation of a VO₂ two-terminal device using a miniature heating element. The micro-heater is based on a thin-film resistor fabricated from a Ni-doped tetrahedral carbon layer (Ni:ta-C). Nickel-doped ta-C layers are currently used in our laboratory and efficiently integrated in radio frequency micro electro mechanical systems (RF MEMS) and in other tunable components (Orlianges et al., 2005). These thin films allows the realization of localized, high value, planar, easily patterned resistances, leading to significant improvement of insertion losses of MEMS switches integrated in electronic devices. Such thin-film resistors are often used under high value of electrical current, which generate important heating of these devices. Our previous investigations on ta-C layers doped with 5%- 30% wt. Ni showed that the layers preserve their integrity for current
densities as high as $1.5 \times 10^5 \text{A}/\text{cm}^2$ (Orlianges et al., 2004). This characteristic of the Ni:ta-C layers can be exploited for fabrication of localized, micrometer-range heating elements which may be used to discretely activate VO$_2$-based two terminal switches (the important amount of heat generated into the Ni:ta-C layers will be transmitted to the VO$_2$ patterns placed underneath). The amount of the heat generated by the micro heater element can be adjusted by changing the dimensions and the doping level of the Ni:ta-C pattern. The design of a fabricated VO$_2$-based switch which can be activated by the heat generated in a Ni:ta-C thin film is presented in the optical microscope image on Fig. 9 a.

Fig. 9. a) Optical microscopy image of a VO$_2$-based two terminal switch (400-µm long, 200-µm wide, 200-nm thick pattern between two gold electrodes) which is activated by the current induced heating in a 10% wt. Ni:ta-C pattern situated above it (340-µm long, 150-µm wide and 100-nm thick) and b) optical images showing the sequential activation (phase transition) of the underneath VO$_2$ layer when applying periodical squared voltage pulses (80V amplitude, 1Hz) on the Ni:ta-C pattern (VO$_2$-S-semiconducting phase and VO$_2$-M – the metallic state of the VO$_2$ layer.

The device was fabricated in a clean room environment using classical micro fabrication technology. The 200-nm thick VO$_2$ films were deposited using PLD from a vanadium target in oxygen atmosphere on C-cut sapphire substrates (500-µm thickness) in the conditions described above. The VO$_2$ layers were further patterned using optical lithography and wet
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etching for defining the rectangular patterns. It follows the partial masking of the substrate with a photoresist layer for deposition of the Ni:ta-C layers (~100-nm thick) precisely above the VO₂ patterns (the lift-off technique). The nickel doped ta-C films have been deposited under high vacuum by KrF laser ablation of alternating C and Ni targets at ambient temperature (Orlianges et al., 2004). At the end, we fabricated the metallic electrodes: a Ti/Au layer (6-nm/1-μm thick Ti is used as adhesion layer) is deposited using thermal evaporation; the shape of the electrodes are defined by photoresist masking using optical lithography followed by the partial wet etching of the Ti/Au layer. We tested different pattern dimensions for the VO₂ switch (from 200 to 400-μm long and 100 to 200-μm wide) and for the heating Ni:ta-C thin film resistors (100 to 350-μm long and 50 to 150-μm wide).

For the device shown in Fig. 9 a (VO₂ pattern of 400-μm long, 200-μm wide, 200-nm thick pattern between the two metallic electrodes), when applying a current (up to 10 mA) to the Ni:ta-C heating element (340-μm long, 150-μm wide, with an overall resistance of ~11 kΩ) the heat generated in the micro-heater will dissipate to the underneath VO₂ layer and will raise its temperature above the SMT’s transition temperature (around 68°C). The VO₂ will therefore pass from a semiconductor to a metal state. As in the case of an optical switch, the transition is easily observed using the optical microscopy as clear changes of the VO₂ layer’s reflectivity. These sequential reflectivity changes were recorded using a CCD camera (Fig. 9 b) as we applied to the micro heating layer (Ni:ta-C) a pulsed periodical squared signal (80V amplitude, 1Hz). The onset of the VO₂’s phase transition was also recorded electrically by monitoring the resistance of the two-terminal device as a c.c. voltage was progressively applied on the Ni:ta-C heater (Fig. 10).

![Graph](image.png)

**Fig. 10.** VO₂’s two-terminal device transversal resistance versus the voltage applied on the Ni:ta-C heating resistance: heating phase (red), cooling phase (blue)

One may easily noticed the great variation of the VO₂’s resistivity (onset of the SMT) as the Ni:ta-C element dissipate the resistive heating. Work is in progress in order to simulate the heating transfer processes in the overall device, which will allow for optimum design in term of lowering the power consumption. The obtained thermal switching device allows for discrete, localized activation of micrometer-sized VO₂ patterns and may be easily integrated
in more complex functions (filtering module), as it will be demonstrated in the next sub-
chapter.

4.2 Design and performances of tuneable band-stop filters including VO₂-based
switches.
We used the large resistivity change of the device presented above for realising a tuneable 4-
pole band stop filter designed to operate in the 9- 11 GHz frequency range with a large
signal attenuation in the attenuated band (> 20 dB) (Givernaud et al., 2008). The filter
(realised in the micro strip geometry) consists in a 50 Ω transmission line coupled with four
U-shaped resonators (Fig. 11). Each resonator is "closed" by a VO₂-based pattern which can
be independently activated from the semiconductor to the metallic phase by the Ni:ta-C thin
film micro heater. At room temperature, the VO₂ patterns are insulating (VO₂ pattern
resistance of 98 kΩ), the resonators are “opened” and each of them will introduce a specific
absorption band in the transmission spectrum of the filter (Fig. 13 a). The design of the filter
was done using the ADS Momentum simulator and the dimensions and position of each of
the resonators (position and distance from the transmission line) was optimised in such a
way that the sum of each absorption band result in an broad absorption band between 10
and 11 GHz while maintaining a high signal attenuation (> 20 dB), as visualized in Fig. 13 a.

![Design of the four-pole band stop filter](image)

Fig. 11. Design of the four-pole band stop filter that can be discretely tuned by thermally
activated each of the VO₂-charged resonators; the insert shows the design of the VO₂-based
switch (activated by a Ni:ta-C pattern) which was adapted to the filter’s design.

When individually activated, the metallic VO₂ pattern (resistance of 78 Ω) will electrically
closed its corresponding U-shaped resonator. The design of the filter (dimensions,
resonators dimensions etc.) was done in such a way that the absorption band of the
activated resonator would be then shifted far away from the operation frequency band of
the filter. The response of the filter will change: shift of the absorption band (tuneability),
bandwidth decrease and even disappearance of the attenuation band (Fig. 13 b when all the resonators are activated). This concept was already applied (Givernaud et al., 2008; Dumas-Bouchiat et al., 2009) and results in innovative, discretely tuned filtering functions in the microwave domain.

The filter was fabricated in a clean room environment using classical micro fabrication technology in the conditions described elsewhere (Givernaud et al., 2008). The obtained device was placed using a conductive epoxy paste (for defining the ground plane of the micro strip geometry) in a metallic package and the transmission line ends are electrically connected to SMA-type connectors for measurements (Fig. 12).
Fig. 13. a) ADS Momentum simulation of the S21 transmission parameter for the overall filter (red curve), showing the absorption band contributions of each resonators and b) the simulated S21 transmission parameter of the four-pole band stop filter when the VO₂-based resonators are "opened" (red curve, VO₂-SC) and "closed" (blue curve, VO₂-metal).

The response of the packaged filter was measured using a calibrated four-ports vectorial network analyser (VNA, HP 8722 ES) in the 7 to 14 GHz frequencies range. The measured response of the filter is presented on the graph in Fig. 14 in the two extreme cases: when all the VO₂ patterns are insulating, red curve, and when all the VO₂ patterns are activated by the Ni:ta-C micro-heating elements.

Fig. 14. Measured responses (transmission S21 parameter) of the four pole band stop filter, at room temperature (red curve VO₂-SC) and activated (blue curve, VO₂-metal, all of the resonators are activated)
One may notice a good agreement of the measured filter responses with the simulations (Fig. 13b). Although the operation band is shifted towards the low frequencies this can be easily corrected for future design by taking into account the deviation from the theoretical values of the materials constants used for the simulation response and by taking care to the micro fabrication tolerances). The tunability of the filter can be demonstrated by individual activation (using the micro-heaters) of specific resonators. When the VO₂-switch of two resonators, for example resonators 1 and 4 (as marked on the Fig. 11) becomes low resistive (VO₂ in the metallic state), the rejection band of the filter will change: its central frequency will shift towards higher frequencies, at 10.6 GHz and its full width at half maximum (FWHM) will lower from ~ 1 GHz to about 0.4 GHz, as shown for the simulated response on Fig. 15 a. A similar behaviour was recorded for the measured response (Fig. 15 b) although the decreasing of the rejection bandwidth was less marked.

Fig. 15. ADS Momentum simulation (a) and measurement results (b) of the four-pole band stop filter when resonators 1 and 4 (as indicated on the Fig. 11) are simultaneously activated (blue curve, compared with the initial response of the non-activated filter, the red curve).
The simultaneously activation of two others resonators (those numbered 2 and 3 on Fig. 11), leads to a displacement of the central frequency of the rejection band of the filter towards lower frequencies (measurements shown on Fig. 16) at 9.6 GHz (FWHM = 0.4 GHz).

![Transmission, S21 (dB)](image)

Fig. 16. S21 transmission measurement of the four-pole band stop filter when resonators 2 and 3 (as indicated on the Fig. 11) are simultaneously activated (curve in magenta, compared with the response of the non-activated filter, the red curve and the response of the totally activated filter, blue curve).

We presented above the concept of an VO₂ - based electrical switch which can be discretely activated using a Ni:ta-C micro-heating element. These resistivity-switching functions were introduced in a more complex design for fabrication of a band-stop filter with tunable absorption bands and bandwidth operating in the 9-11 GHz frequency domain. Although the device can be further optimized in for obtaining better performances we wanted to demonstrate that VO₂ material-based components are serious candidates for RF-microwave switching and microwave reconfigurable devices.

5. Conclusion

The VO₂ material fabricated using the PLD technique results in crystalline thin films performing sharp, high amplitude SMT phase transition and with very good electrical properties. The electrical and temperature-activated VO₂-based switches are promising devices for fabrication of tunable filters and other complex functions in the RF/ microwave domains. The results presented so far are of the state-of-the-art international level concerning the elaboration and characterization of thin films VO₂ of and their integration in practical microwave (and optical) devices. Further applications we are currently developing concerns complex broadband devices employed in the telecommunication networks in the millimeter-wave domain (3-terminal type fast switches, phase shifters, broadband power limiting devices based on microwave power induced SMT in vanadium dioxide, tunable bandpass filter that combines split ring resonators (SRRs) and vanadium dioxide (VO₂)-
based microwave switches etc.) as well as the design of optical devices for applications using miniature laser systems or optoelectronics (optical switches, optical filters, variables attenuators and modulators etc.). The realization of these new type of devices widens a new and extremely rich activity in the field of device fabrication for millimeter-wave reconfigurable systems or for integrated optics and optical communication systems.
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1. Introduction

AlGaN/GaN high electron mobility transistors (HEMTs) are now receiving great attention because of their potential applications to high-power and high-frequency devices (Mishra et al., 2008). An output power of more than 32 W/mm is reported at 4 GHz for the 0.55 μm gate-length device (Wu et al., 2004), and a current-gain cutoff frequency (f_t) of 163 GHz is obtained for 0.06 μm gate length (Higashiwaki et al., 2006). However, slow current transients are often observed even if the gate voltage or the drain voltage is changed abruptly (Binari et al., 2002). This is called gate lag or drain lag, and is problematic in circuit applications. The slow transients indicate that the dc current-voltage (I-V) curves and the RF I-V curves become quite different, resulting in lower RF power available than that expected from the dc operation (Binari et al., 2002; Mishra et al., 2008). This is called power slump or current collapse. This current reduction in RF I-V curves or pulsed I-V curves is also referred to as current slump, RF dispersion and knee-walkout behavior. These parasitic effects are serious problems, and there are many experimental works reported on these phenomena (Khan et al., 1994; Daumiller et al., 2001; Ventury et al., 2001; Koley et al., 2003; Mizutani et al., 2003; Koudymov et al., 2003; Meneghesso et al., 2004; Desmaris et al., 2006), but, only a few theoretical works are reported recently (Braga et al., 2004; Meneghesso et al., 2004; Tirado et al., 2007). The literature suggests that the surface properties (surface states) play an important role in these phenomena, but traps in a buffer layer could also affect the characteristics (Binari et al., 2002; Desmaris et al., 2006). It is also shown that the gate lag and current collapse can be reduced by introducing a field plate (Koudymov et al., 2005). This is considered due to a decrease in surface-state effects. It is well recognized that the field plate can improve the breakdown voltage and the power performance, because the electric field at the drain edge of the gate is reduced (Karmalkar & Mishra, 2001; Ando et al., 2003; Xing et al., 2004; Saito et al., 2005; Pala et al., 2008). However, it is not well understood whether the field plate affects buffer-related lag phenomena and current collapse.

In the previous theoretical works by device simulation, effects of a donor-type surface state (near the valence band) on gate lag and pulsed I-V curves of AlGaN/GaN HEMTs were studied (Meneghesso et al., 2004; Tirado et al., 2007), and a bulk deep-acceptor effect (~ 1 eV) above the midgap of GaN was studied for the gate lag (Braga et al., 2004). However, the types of traps and their energy levels seem to be artificial. Therefore, in this article, we have
made two-dimensional transient simulations of AlGaN/GaN HEMTs with a buffer layer in which trap levels based on experiments are considered, as in our previous work on GaN MESFETs (Horio et al., 2005), and showed that the lag phenomena and current collapse could be reproduced (Horio & Nakajima, 2008). Also, we have studied dependence of current collapse on the impurity densities in the buffer layer and on an off-state drain voltage. Additionally, we have analyzed effects of introducing a field plate on buffer-related lag phenomena and current collapse (Nakajima et al., 2009).

In Section 2, we describe physical models used here, such as analyzed device structures, traps in the buffer layer, and basic equations for the device analysis. Calculated drain-current responses are described in section 3 in terms of drain lag, gate lag and pulsed I-V curves (current collapse). The dependence of current collapse on the impurity densities in the buffer layer and on an off-state drain voltage is also described. In section 4, effects of introducing a field plate on buffer-related lag phenomena and current collapse are described.

2. Physical Model

Fig.1 shows modeled AlGaN/GaN HEMT structures analyzed in this study. Fig.1(a) is a normal structure without a field plate, and Fig.1(b) is a structure with a field plate. The gate length $L_G$ is 0.3 $\mu$m, and the source-to-gate distance $L_{SG}$ is 0.5 $\mu$m. The gate-to-drain distance $L_{GD}$ is typically set to 1 $\mu$m in Fig.1(a) and 1.5 $\mu$m in Fig.1(b). Note that in Fig.1(b), the gate electrode extends on to SiN passivation layer. This is called field plate. The field-plate length $L_{FP}$ is typically set to 1 $\mu$m. The thickness of SiN layer $d$ is varied as a parameter between 0 and 0.1 $\mu$m. Polarization charges of $10^{13}$ cm$^{-2}$ are set at the heterojunction interface, and the surface polarization charges are assumed to be compensated by surface-state charges, as in (Karmalkar & Mishra, 2001). As a model for the buffer layer, we use a three level compensation model which includes a shallow donor, a deep donor and a deep acceptor (Horio et al., 2005). Some representative experiments show that two levels ($E_C - 1.8$ eV, $E_C - 2.85$ eV) are associated with current collapse in GaN-based FETs with a semi-insulating buffer layer (Klein et al., 1999; Binari et al., 2002). Therefore, we use an energy level of $E_C - 2.85$ eV ($E_V + 0.6$ eV) for the deep acceptor, and for convergence problem, we use $E_C - 1.7$ eV for the deep donor. (Note that the origin of these deep levels is not well known and our treatment is only an assumption.) Other experiments show shallower energy levels for deep
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donors in AlGaN/GaN system or in GaN (Kruppa et al., 1995; Morkoc, 1999), so that we vary the deep donor’s energy level ($E_{DD}$) as a parameter. Here, the deep-donor density ($N_{DD}$) and the deep-acceptor density ($N_{DA}$) are typically set to $5 \times 10^{16}$ cm$^{-3}$ and $2 \times 10^{16}$ cm$^{-3}$, respectively. The electron and hole capture cross sections for the deep donor are set to $10^{-13}$ cm$^2$ and $10^{-15}$ cm$^2$, respectively, and the electron and hole capture cross sections for the deep acceptor are both set to $10^{-15}$ cm$^2$. The shallow-donor density in the buffer layer $N_{Di}$ is set to $10^{15}$ cm$^{-3}$. Here, it should be noted that when $N_{DD} > N_{DA}$, the deep acceptors are usually fully occupied by electrons that are supplied from the deep donors, and the ionized (empty) deep donors act as electron traps (the ionized deep-donor density $N_{DD}^+$ is nearly equal to $N_{DA}$ under equilibrium).

Basic equations to be solved are Poisson’s equation including ionized deep-level terms, continuity equations for electrons and holes which include carrier loss rates via the deep levels, and rate equations for the deep levels (Horio et al., 2000; Horio et al., 2005). They are expressed as follows.

1) Poisson’s equation

$$\nabla \cdot (\varepsilon \nabla \psi) = -q(p - n + N_D + N_{Di} + N_{DD}^+ - N_{DA}^-)$$  \hspace{1cm} (1)

2) Continuity equations for electrons and holes

$$\frac{\partial n}{\partial t} = \frac{1}{q} \nabla \cdot J_n - (R_{n,DD} + R_{n,DA})$$  \hspace{1cm} (2)

$$\frac{\partial p}{\partial t} = \frac{1}{q} \nabla \cdot J_p - (R_{p,DD} + R_{p,DA})$$  \hspace{1cm} (3)

where

$$R_{n,DD} = C_{n,DD} N_{DD}^+ n - e_{n,DD} (N_{DD}^+ - N_{DD}^-)$$ \hspace{1cm} (4)

$$R_{n,DA} = C_{n,DA} (N_{DA} - N_{DA}^-) n - e_{n,DA} N_{DA}$$ \hspace{1cm} (5)

$$R_{p,DD} = C_{p,DD} (N_{DD} - N_{DD}^+) p - e_{p,DD} N_{DD}^+$$ \hspace{1cm} (6)

$$R_{p,DA} = C_{p,DA} N_{DA}^- p - e_{p,DA} (N_{DA} - N_{DA}^-)$$ \hspace{1cm} (7)

3) Rate equations for the deep levels

$$\frac{\partial}{\partial t} (N_{DD} - N_{DD}^+) = R_{n,DD} - R_{p,DD}$$ \hspace{1cm} (8)

$$\frac{\partial}{\partial t} N_{DA}^- = R_{n,DA} - R_{p,DA}$$ \hspace{1cm} (9)

where $N_{DD}^+$ and $N_{DA}^-$ represent ionized densities of the deep donors and the deep acceptors, respectively. $C_n$ and $C_p$ are the electron and hole capture coefficients of the deep levels, respectively, $e_n$ and $e_p$ are the electron and hole emission rates of the deep levels, respectively, and the subscript (DD, DA) represents the corresponding deep level. The above basic equations are put into discrete forms, and are solved numerically. We have calculated drain-current responses of the AlGaN/GaN HEMTs when the drain voltage and/or the gate voltage are changed abruptly.
3. Parasitic Effects in AlGaN/GaN HEMTs

3.1 Drain lag

First, we describe a case when only the drain voltage $V_D$ is changed. Fig.2 shows calculated drain-current responses of normal AlGaN/GaN HEMTs when $V_D$ is raised abruptly from 0 V to 20 V (upper) or when $V_D$ is lowered from 20 V to 10 V (lower). $V_G = 0$ V, $L_{GD} = 1$ μm, $N_{DD} = 5 \times 10^{16}$ cm$^{-3}$ and $N_{DA} = 2 \times 10^{16}$ cm$^{-3}$.

![Fig. 2. Calculated drain-current responses of normal AlGaN/GaN HEMTs as a parameter of deep donor’s energy level $E_{DD}$ when $V_D$ is raised abruptly from 0 V to 20 V (upper) or when $V_D$ is lowered from 20 V to 10 V (lower). $V_G = 0$ V, $L_{GD} = 1$ μm, $N_{DD} = 5 \times 10^{16}$ cm$^{-3}$ and $N_{DA} = 2 \times 10^{16}$ cm$^{-3}$.](image)

Fig. 3 and Fig.4 show electron density profiles and ionized deep-donor density $N_{DD+}$ profiles, respectively, as a function of time $t$ when $V_D$ is raised from 0 V to 20 V, where $E_C - E_{DD} = 0.5$ eV and 1.0 eV. On the other hand, when $V_D$ is lowered, initially a large transient undershoot is observed. This is also due to the abrupt change of drain voltage, as described above (Horio and Fuseya, 1994). Then, the drain currents remain at low values for some periods (“quasi-steady state”) and begin to increase slowly, showing drain-lag behavior. The response is faster for shallower $E_{DD}$, and for $E_C - E_{DD} = 1.7$ eV, the drain current $I_D$ remains at a low value even at $10^6$ s. The change of drain current ($\Delta I_D$) between the quasi-steady state and the steady state is not so dependent on $E_C - E_{DD}$.

From Fig.3(b), we can see that electrons are injected into the buffer layer when $V_D$ is raised, and at this time ($t = 10^{-10}$ s), the deep donors are not almost responding (see Figs.4(a) and (b)). It is understood that $I_D$ decreases due to electron capturing by the deep donors. In
3. Parasitic Effects in AlGaN/GaN HEMTs

3.1 Drain lag

First, we describe a case when only the drain voltage $V_D$ is changed. Fig. 2 shows calculated drain-current responses of normal AlGaN/GaN HEMTs when $V_D$ is raised abruptly from 0 V to 20 V (upper) or when it is lowered abruptly from 20 V to 10 V (lower), where the gate voltage ($V_G$) is kept constant at 0 V. Here $N_{DD}$ is $5 \times 10^{16}$ cm$^{-3}$ and $N_{DA}$ is $2 \times 10^{16}$ cm$^{-3}$, and three cases with different $E_C - E_{DD}$ are shown. In the cases when $V_D$ is raised, initially an extremely large transient overshoot is observed (Horio and Fuseya, 1994). This is because the drain voltage is initially applied along the gate-to-drain bulk region. This initial current decays as the space-charge region at the gate edge extends toward the drain. After this extreme overshoot, the drain currents decrease gradually, reaching steady-state values, although slight undershoot is observed just before reaching the steady state for $E_C - E_{DD} = 0.5$ eV and 1.0 eV. On the other hand, when $V_D$ is lowered, initially a large transient undershoot is observed. This is also due to the abrupt change of drain voltage, as described above (Horio and Fuseya, 1994). Then, the drain currents remain at low values for some periods (“quasi-steady state”) and begin to increase slowly, showing drain-lag behavior. The response is faster for shallower $E_{DD}$, and for $E_C - E_{DD} = 1.7$ eV, the drain current $I_D$ remains at a low value even at $10^6$ s. The change of drain current ($\Delta I_D$) between the quasi-steady state and the steady state is not so dependent on $E_C - E_{DD}$.

Fig. 3 and Fig. 4 show electron density profiles and ionized deep-donor density $N_{DD^+}$ profiles, respectively, as a function of time $t$ when $V_D$ is raised from 0 V to 20 V for the case of $E_C - E_{DD} = 1.0$ eV, corresponding to Fig. 2. (a) initial state ($t = 0$), (b) $t = 10^{-10}$ s, (c) $t = 10^{-4}$ s, (d) $t = 10^6$ s.

Fig. 3. Change of electron density profiles with time $t$ when $V_D$ is raised from 0 V to 20 V for the case of $E_C - E_{DD} = 1.0$ eV, corresponding to Fig. 2. (a) initial state ($t = 0$), (b) $t = 10^{-10}$ s, (c) $t = 10^{-4}$ s, (d) $t = 10^6$ s.

Fig. 4. Change of ionized deep-donor density $N_{DD^+}$ profiles with time $t$ when $V_D$ is raised from 0 V to 20 V for the case of $E_C - E_{DD} = 1.0$ eV, corresponding to Fig. 2. (a) initial state ($t = 0$), (b) $t = 10^{-10}$ s, (c) $t = 10^{-4}$ s, (d) $t = 10^6$ s.
From Figs. 3(c) and 4(c), it is seen that electron densities in the buffer layer are decreasing and $N_{DD^+}$ is decreasing particularly under the source-to-gate region. The undershoot or slight increase in $I_D$ before reaching the steady state, which was observed in Fig.2, is regarded as a result of over capturing or due to electron emission by deep donors around the drain side of the gate region (see Figs.4(a) and (d)).

On the other hand, in the case when $V_D$ is lowered, the response is simply understood by (captured) electron emission process of the deep donors. In fact, the current rise time is roughly consistent with the deep donor’s electron-emission time constant given by $1/\tau_{DD}$, which becomes $3.9 \times 10^{-5}$ s and $9.8 \times 10^{-3}$ s for $E_C - E_{DD} = 0.5$ eV and 1.0 eV, respectively. The time constant for $E_C - E_{DD} = 1.7$ eV becomes quite long ($> 10^{10}$ s), so that $I_D$ remains at a low value even at $t = 10^6$ s, as was seen in Fig.2.

Here, it should be mentioned that above drain lag phenomena (overshoot and undershoot behavior) are also reported experimentally in AlGaN/GaN HEMTs (Binari et al., 2002; Meneghesso et al., 2004).

### 3.2 Gate lag and pulsed $I$-$V$ curves

Next, we describe a case when the gate voltage $V_G$ is also changed (from an off point). Fig. 5 shows calculated turn-on characteristics of a normal AlGaN/GaN HEMT when $V_G$ is changed from the threshold voltage $V_{th} (= -9.24$ V) to 0 V. Off-state drain voltage $V_{Doff}$ is 20 V and the parameter is an on-state drain voltage $V_{Don}$. $V_{th}$ is defined here as a gate voltage when $I_D$ becomes $5 \times 10^{-3}$ A/cm. Here, $N_{DD} = 5 \times 10^{16}$ cm$^{-3}$, $N_{DA} = 2 \times 10^{16}$ cm$^{-3}$ and $E_C - E_{DD} = 1.0$ eV. $V_{th}$ becomes rather deep because the current component via the buffer layer exists. The characteristics are similar to those shown in Fig.2 where $V_D$ is lowered. However, as seen in the uppermost curve of Fig.5 ($V_{Doff} = V_{Don} = 20$ V), some transients are observed when only $V_G$ is changed. This indicates that gate lag as well as drain lag could occur due to deep levels in the buffer layer. We will describe below why the gate lag arises.

![Fig. 5. Calculated turn-on characteristics of the normal AlGaN/GaN HEMT when $V_G$ is changed from threshold voltage $V_{th} (= -9.24$ V) to 0 V, with on-state drain voltage $V_{Don}$ as a parameter. Off-state drain voltage $V_{Doff}$ is 20 V. $L_{GD} = 1 \mu$m and $E_C - E_{DD} = 1.0$ eV.](image-url)
Fig. 6 shows a comparison of (a) conduction-band-edge energy profiles, (b) electron density profiles, and (c) $N_{DD^+}$ profiles between the on state (left: $V_D = 20 \text{ V}, V_G = 0 \text{ V}$) and the off state (right: $V_D = 20 \text{ V}, V_G = V_{th} = -9.24 \text{ V}$). Note that only $V_G$ is different here. From Fig.6(a), in the on state, some potential drops are observed between source and gate (and between gate and drain). The potential drop is given by $I \times R$ (current x resistance), and hence the large current and relatively large resistance become a cause of the visible potential drop. This indicates that source access resistance (and drain access resistance) is not negligible. It is understood that due to this potential drop at the source side, when $V_G$ becomes negative and the channel is depleted, electrons under the gate are not all pushed into the source and drain electrodes, but can be injected into the buffer layer as seen in Fig.6(b). (Note that the energy barrier at the channel-buffer interface can be weakened under the gate when $V_G$ becomes strongly negative.) These electrons are captured by deep donors, and hence $N_{DD^+}$ decreases in the off state, as seen in Fig.6(c). Because of this increase in negative space...
charges in the buffer layer, even if \( V_G \) is switched on, \( I_D \) remains at a low value until the deep donors begin to emit electrons, showing gate-lag behavior. It should be mentioned that this type of gate lag is not observed in the similar simulation for GaAs MESFETs with deep donors “EL2” and shallow acceptors in the substrate (Horio et al., 2000), where visible potential drops are not observed in the on state between source and gate. This is because the current density is relatively low and the parasitic resistance is low due to the higher electron mobility. Therefore, in the case of AlGaN/GaN HEMTs, we can say that relatively high source access resistance is correlated to the gate lag. The high access resistance in AlGaN/GaN HEMTs is considered problematic because it degrades the high-frequency performance (Palacios et al., 2005).

Next, we describe \( I-V \) characteristics. Fig.7 shows calculated \( I_D-V_D \) curves of the normal AlGaN/GaN HEMT with a semi-insulating buffer layer, where \( N_{DD} = 5 \times 10^{16} \text{ cm}^{-3} \), \( N_{DA} = 2 \times 10^{16} \text{ cm}^{-3} \) and \( E_C - E_{DD} = 1.0 \text{ eV} \). The solid line is the steady-state \( I-V \) curve. In this figure, we plot by point (x) the drain current at \( t = 10^{-8} \text{ s} \) (after \( V_G \) is switched on) as a parameter of \( V_{Don} (V_D) \). This is obtained from calculated turn-on characteristics like Fig.5, and hence this curve corresponds to a quasi-pulsed \( I-V \) curve with pulse width of \( 10^{-8} \text{ s} \). (In this figure, for reference, we are also plotting other quasi-pulsed \( I-V \) curves (v, A) when only \( V_D \) is changed, which reflect overshoot and undershoot (cf. Fig.2).) It is seen that the drain currents in the pulsed \( I-V \) curves are rather lower than those in the steady state, and the current reduction due to drain lag is regarded as predominant in this case \( (V_{Doff} = 40 \text{ V}) \). This clearly indicates that the current collapse could occur due to the slow response of deep levels in the buffer layer. This type of current reduction (current collapse) is commonly observed experimentally in AlGaN/GaN HEMTs.

![Fig. 7. Steady-state \( I-V \) curve (solid line) and quasi-pulsed \( I-V \) curves of normal AlGaN/GaN HEMT, with \( L_G = 0.3 \mu \text{m} \), \( N_{DD} = 5 \times 10^{16} \text{ cm}^{-3} \), \( N_{DA} = 2 \times 10^{16} \text{ cm}^{-3} \) and \( E_C - E_{DD} = 1.0 \text{ eV} \). \( (\times) \): \( V_{Doff} = 40 \text{ V} \) and \( V_{Goff} = V_{th} (t = 10^{-8} \text{ s}) \), \( (v) \): \( V_D \) is raised from 0 \( \text{V} \) \( (t = 10^{-9} \text{ s}) \), \( (A) \): \( V_D \) is lowered from 40 \( \text{V} \) \( (t = 10^{-8} \text{ s}) \).]
3.3 Current collapse
In this section, we describe dependence of current collapse on the impurity densities in the buffer layer and on the off-state drain voltage.

3.3.1 Dependence on deep-acceptor density
We have calculated dependence of drain-current responses and I-V curves on impurity densities in the buffer layer, and found that these are essentially determined by the deep-acceptor density \( N_{DA} \) when \( N_{DD} > N_{DA} \) and \( E_C - E_{DD} \) is the same. For example, I-V curves for \( N_{DD} = 2 \times 10^{17} \text{ cm}^{-3} \) and \( N_{DA} = 2 \times 10^{16} \text{ cm}^{-3} \) are almost the same as those for \( N_{DD} = 5 \times 10^{16} \text{ cm}^{-3} \) and \( N_{DA} = 2 \times 10^{16} \text{ cm}^{-3} \) shown in Fig.7 (The difference is 2 ~ 3 %). This is because when \( N_{DD} > N_{DA} \), the ionized deep-donor density \( N_{DD}^+ \) becomes nearly equal to \( N_{DA} \) under equilibrium, and the space-charge region in the buffer layer consists of negative charges due to ionized deep acceptors. Therefore, we will show \( N_{DA} \) dependence of the characteristics.

Fig.8 shows calculated \( I_D-V_D \) curves of normal AlGaN/GaN HEMTs with different \( N_{DA} \) (5 \times 10^{15} \text{ cm}^{-3}, 10^{17} \text{ cm}^{-3}) in the buffer layer. Here, \( N_{DD} = 2 \times 10^{17} \text{ cm}^{-3} \) and \( E_C - E_{DD} = 1.0 \text{ eV} \). The solid lines are steady-state I-V curves, and the dashed lines (x) are quasi-pulsed I-V curves with pulse width of 10^{-8} s, which are obtained from calculated turn-on characteristics, as described before. It is seen that for lower \( N_{DA} \), the steady-state drain currents are higher, and the saturation behavior is poor. This is because a barrier between the channel and the buffer is less steep and the current component via the buffer layer becomes larger. This type of short-channel effect is recently discussed in (Uren et al., 2006). Combined with Fig.7, it is also clearly seen that the current collapse is more pronounced for higher \( N_{DA} \). This is because the ionized deep-donor density \( N_{DD}^+ \), which acts as an electron trap, is higher for higher \( N_{DA} \), and hence the trapping effects (or the resulting current collapse) are more

![Fig. 8. Steady-state I-V curves (\( V_G = 0 \text{ V} \); solid lines) and quasi-pulsed I-V curves (x; \( t = 10^{-8} \text{ s} \)) for normal AlGaN/GaN HEMTs with different \( N_{DA} \). Initial point is shown by (●). \( L_{GD} = 1 \mu\text{m}, N_{DD} = 2 \times 10^{17} \text{ cm}^{-3} \) and \( E_C - E_{DD} = 1.0 \text{ eV} \).](image)
significant for higher $N_{DA}$. Here, it should be mentioned that for lower $N_{DA}$, the current collapse could be reduced, but the threshold voltage shifts toward negative bias due to the higher buffer current, although this current should become small when $L_G$ is long. Therefore, there may be a trade-off relationship between reducing current collapse and obtaining sharp current cutoff.

### 3.3.2 Dependence on off-state drain voltage

Finally, we describe dependence of current collapse on the off-state drain voltage $V_{Doff}$. Fig.9 shows a calculated steady-state $I_D-V_D$ curve (solid line) and quasi-pulsed $I-V$ curves ($x$; with pulse width of $10^{-8}$ s) which are derived from calculated turn-on characteristics. The parameter is $V_{Doff}$. Here, $L_{GD} = 1.5 \, \mu m$, $N_{DD} = 2 \times 10^{17} \, \text{cm}^{-3}$, $N_{DA} = 10^{17} \, \text{cm}^{-3}$ and $E_C - E_{DD} = 1.0 \, \text{eV}$. It is seen that for higher $V_{Doff}$, the drain currents in the pulsed $I-V$ curves are lower at a given $V_D$. Therefore, it can be said that the current collapse is more pronounced when $V_{Doff}$ is higher. Although some current reduction is seen when only $V_G$ is changed (gate lag), the current reduction due to the change of $V_D$ (drain lag) is regarded as predominant for the cases of higher $V_{Doff}$.

Fig.10 shows (a) electron density profiles and (b) $N_{DD^+}$ profiles in the off state for the two cases. The left is for $V_{Doff} = 20 \, \text{V}$ ($V_G = V_{th} = -7.50 \, \text{V}$) and the right is for $V_{Doff} = 80 \, \text{V}$ ($V_G = V_{th} = -8.56 \, \text{V}$). It is seen that for higher $V_{Doff}$, electron densities in the buffer layer are higher under the gate and the gate-to-drain region, because electrons are injected into the buffer layer by the applied drain voltage. These electrons are captured by the deep donors, and hence $N_{DD^+}$ decreases more heavily, as seen in Fig.10(b). Hence, when $V_G$ is switched on and $V_D$ is lowered from higher $V_{Doff}$, the drain current remains at a lower value. Therefore, the current collapse is more pronounced for higher $V_{Doff}$. The tendency shown in Fig.9 is also reported experimentally in AlGaN/GaN HEMTs (Koudymov et al., 2003).

**Fig. 9.** Steady-state $I-V$ curve ($V_G = 0 \, \text{V}$; solid line) and quasi-pulsed $I-V$ curves ($x$; $t = 10^{-8}$ s) for normal AlGaN/GaN HEMT, with off-state drain voltage $V_{Doff}$ as a parameter. $L_{GD} = 1.5 \, \mu m$, $N_{DD} = 2 \times 10^{17} \, \text{cm}^{-3}$, $N_{DA} = 10^{17} \, \text{cm}^{-3}$ and $E_C - E_{DD} = 1.0 \, \text{eV}$. 

![Diagram](image-url)
Fig. 10. (a) Electron density profiles and (b) $N_{DD+}$ profiles in the off state. The left is for $V_{Doff} = 20$ V and the right is for $V_{Doff} = 80$ V. $N_{DD} = 2 \times 10^{17}$ cm$^{-3}$, $N_{DA} = 10^{17}$ cm$^{-3}$ and $E_C - E_{DD} = 1.0$ eV.

4. Effects of Field Plate

4.1 Drain lag

Next, we describe effects of a field plate. First, we discuss about the drain lag. Fig.11 shows a comparison of calculated drain-current responses of AlGaN/GaN HEMTs ($N_{DD} = 2 \times 10^{17}$ cm$^{-3}$, $N_{DA} = 10^{17}$ cm$^{-3}$, $E_C - E_{DD} = 0.5$ eV) when $V_D$ is lowered abruptly from $V_{Dini}$ (40 V) to $V_{Dfin}$ abruptly, where the gate voltage $V_G$ is kept constant at 0 V. Fig.11(a) is for the case without a field plate ($L_{FP} = 0$) and Fig.11(b) is for the field-plate structure ($L_{FP} = 1 \mu$m). In Fig.11, the thickness of SiN layer $d$ is 0.03 $\mu$m. In both cases with and without a field plate, the drain currents remain at low values for some periods and begin to increase slowly, showing drain-lag behavior. It is understood that the drain currents begin to increase when the deep donors in the buffer layer begin to emit electrons. This electron emission occurs because for higher $V_D$, more electrons are injected into the buffer layer and captured by deep donors, leading to a more negatively charged buffer layer. It is seen that the change of drain current is smaller for the cases with a field plate, indicating that the drain lag is smaller for the field-plate structure. We will discuss below why the drain lag or the trapping effect becomes smaller in the field-plate structure.

Fig.12 shows (a) electron density profiles and (b) ionized deep-donor density $N_{DD+}$ profiles at $V_C = 0$ V and $V_D = 40$ V for the AlGaN/GaN HEMTs. The left is for the structure without a field plate, and the right is for the field-plate structure. In Fig.12(a), we see that for the structure without a field plate, electrons are injected deeper into the buffer layer under the
Fig. 11. Calculated drain-current responses of AlGaN/GaN HEMTs when $V_D$ is lowered abruptly from 40 V to $V_{D\text{fin}}$ while $V_G$ is kept constant at 0 V. $N_{DD} = 2 \times 10^{17}$ cm$^{-3}$, $N_{DA} = 10^{17}$ cm$^{-3}$ and $E_C - E_{DD} = 0.5$ eV. (a) Without a field plate, (b) with 1 μm-length field plate.

Fig. 12. (a) Electron density profiles and (b) ionized deep-donor density $N_{DD+}$ profiles at $V_G = 0$ V and $V_D = 40$ V for AlGaN/GaN HEMTs. $d = 0.03$ μm. $N_{DD} = 2 \times 10^{17}$ cm$^{-3}$, $N_{DA} = 10^{17}$ cm$^{-3}$ and $E_C - E_{DD} = 0.5$ eV. The left is for the case without a field plate, and the right is for the field-plate structure ($L_{FP} = 1$ μm).
gate region. These electrons are captured by the deep donors, and hence $N_{DD}^+$ decreases there as seen in Fig.12(b). As mentioned before, when $V_D$ is lowered abruptly, the drain currents remain at low values for some periods and begin to increase slowly as the deep donors begin to emit electrons (and $N_{DD}^+$ increases), resulting in the drain lag. In the case of field-plate structure, as seen in Fig.12(a), electrons are injected into the buffer layer under the drain edge of field plate as well as under the gate. But the overall injection depth is not so deep as compared to the case without a field plate. Hence, the change of $N_{DD}^+$ by capturing electrons is smaller for the field-plate structure as seen in Fig.12(b). This occurs because the electric fields at the drain edge of the gate become weaker by introducing a field plate, as shown in Fig.13. (Note that in the field-plate structure, the electric fields at the drain edge of the field plate can be strong for thin $d$.) Therefore, the drain lag becomes smaller for the field-plate structure.

**Fig. 13.** Comparison of longitudinal electric field profiles at the channel side of heterojunction in AlGaN/GaN HEMTs with and without a field plate. $V_G = 0$ V and $V_D = 40$ V. $d = 0.03 \mu$m. $N_{DD} = 2 \times 10^{17}$ cm$^{-3}$, $N_{DA} = 10^{17}$ cm$^{-3}$ and $E_C - E_{DD} = 0.5$ eV.

**4.2 Pulsed I-V curves and current collapse**

Next, we have calculated a case when $V_G$ is also changed from an off point. $V_G$ is changed from the threshold voltage $V_{th}$ to 0 V, and $V_D$ is changed from $V_{Dini}$ (40 V) to $V_{Don}$ (on-state drain voltage). The characteristics become similar to those in Fig.11, although some transients arise when only $V_G$ is changed (gate lag). From the transient characteristics, we obtain quasi-pulsed $I$-$V$ curves.

Fig.14 shows calculated drain current $I_D$ - drain voltage $V_D$ curves of AlGaN/GaN HEMTs. Fig.14(a) is for the structure without a field plate, and Fig.14(b) is for the field-plate structure ($L_{FP} = 1 \mu$m). The solid lines are steady-state $I$-$V$ curves. In these figures, we plot by ($\Delta$) the drain current at $t = 10^{-8}$ s after $V_D$ is lowered. This is obtained from the previous transient characteristics (Fig.11), and this curve (dashed line) is regarded as a quasi-pulsed $I$-$V$ curve with pulse width of $10^{-8}$ s. This reduction in the drain current indicates the drain-lag behavior. In these figures, we also plot by ($\times$) another pulsed $I$-$V$ curve when $V_G$ is switched.
Fig. 15 shows drain-current reduction rate \( \Delta I_D/I_D \) due to current collapse, drain lag or gate lag as a function of \( d \), where \( L_C = 0.3 \) μm and \( L_{FP} = 1 \) μm. Here \( d = 0 \) corresponds to a case of \( L_C = 1.3 \) μm without a field plate. The data in Fig.15 are for the field-plate structures, except for \( d = 0 \). When \( d \) is thick, the current collapse and lag phenomena are relatively large. As \( d \) becomes thinner, the current collapse and lag phenomena become smaller. This is because the buffer-trapping effects are reduced in the field-plate structure, as described in sections 4.1 and 4.2. However, the rates of current collapse and drain lag increase when \( d \) becomes very thin. This is understood that for very thin \( d \), the electric field at the drain edge of the field plate becomes very strong, and electrons are injected deeper into the buffer layer under the field-plate region, contributing to the current collapse and drain lag. When \( d = 0 \) \( (L_C = 1.3 \) μm), that is, without a field plate, the current collapse becomes rather large. From Fig.15, we can say that there is an optimum thickness of SiN layer to minimize the buffer-related current collapse and drain lag in AlGaN/GaN HEMTs.

4.3 Dependence on SiN layer thickness

Finally, we have studied how the lag phenomena and current collapse depend on the field-plate length \( L_{FP} \) and the SiN layer thickness \( d \). We have found that the lag phenomena and current collapse become smaller when \( L_{FP} \) becomes longer in the range from 0 to 1 μm. This may be easily understood, because trapping effects should be reduced for longer \( L_{FP} \). Hence, we will here focus on the dependence of lag phenomena and current collapse on the SiN layer thickness \( d \).

Fig. 14. Steady-state \( I-V \) curves \((V_G = 0 \) V; solid lines) and quasi-pulsed \( I-V \) curves \((\Delta, x)\) of AlGaN/GaN HEMTs. (a) Without a field plate, (b) with 1 μm-length field plate. (Δ): Only \( V_D \) is changed from 40V \((t = 10^{-8} \) s\)), (x): \( V_D \) is lowered from 40 V and \( V_G \) is changed from \( V_{th} \) to 0 V \((t = 10^{-8} \) s\)).

on from \( V_{th} \) to 0 V. The drain current in this case is further reduced, indicating gate-lag and current collapse behavior. The current collapse is a combined effect of drain lag and gate lag. By comparing the cases with and without a field plate, we can definitely say that the lag phenomena (drain lag, gate lag) and current collapse become smaller for the field-plate structure.
Fig. 15. Current reduction rate $\Delta I_D/I_D$ due to current collapse, drain lag or gate lag for field-plate AlGaN/GaN HEMTs as a function of SiN thickness $d$. $L_{FP} = 1 \mu$m.

5. Conclusion

Two-dimensional transient analyses of AlGaN/GaN HEMTs have been performed in which the three level compensation model is adopted for the buffer layer, where a shallow donor, a deep donor and a deep acceptor are considered. Quasi-pulsed $I$-$V$ curves have been derived from the transient characteristics, and compared with steady-state $I$-$V$ curves. It has been shown that the lag phenomena and current collapse could be reproduced, as in GaN MESFETs (Horio et al., 2005).

When the drain voltage is lowered abruptly, the drain currents remain at low values for some periods and begin to increase slowly as the deep donors begin to emit electrons, showing drain-lag behavior. As compared with the case of GaN MESFETs, relatively large gate lag due to buffer traps could arise, and it is correlated to relatively high source access resistance in AlGaN/GaN HEMTs. Both the drain lag and the gate lag become causes of current collapse. The current collapse has been shown to be more pronounced when the deep-acceptor density in the buffer layer is higher and when an off-state drain voltage is higher, because the trapping effects become more significant. The drain lag could be a major cause of current collapse in the case of higher off-state drain voltage.

It is concluded that to minimize current collapse in AlGaN/GaN HEMTs, an acceptor density in the buffer layer should be made low, although the buffer current becomes large and short-channel effects become significant when the gate length is short. Some ways to reduce the short-channel effects such as using a heterojunction buffer may be needed. Here, it should be mentioned that to clarify surface-state effects in AlGaN/GaN HEMTs, which are not considered here, is an important task yet to be done.

Effects of introducing a field plate have also been studied. It has been shown that the drain lag is reduced by introducing a field plate because the electric field at the drain edge of the gate becomes weaker and electron injection into the buffer layer is reduced, resulting in the
smaller buffer-trapping effects. It has also been shown that the buffer-related current collapse and gate lag are reduced in the field-plate structure. The dependence of lag phenomena and current collapse on SiN layer thickness has also been studied, indicating that there is an optimum thickness of SiN layer to minimize the buffer-related current collapse and drain lag in AlGaN/GaN HEMTs.
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1. Introduction

The growing interest to terahertz (THz) region of electromagnetic spectrum is pulled by a variety of its possible applications for free-space communications, sensing and imaging in radio astronomy, biomedicine, and in security screening for hidden explosives and concealed weapons. Terahertz imaging may also be useful for industrial processes, such as package inspection and quality control. Despite strong demand in compact solid-state devices capable to operate as emitters, receivers, photomixers of the THz radiation their development is still a challenging problem.

Plasma waves with linear dispersion law can exist in the gated two-dimensional electron gas (2DEG) (Chaplik 1972) in systems similar to field-effect transistor (FET) and high-electron mobility transistor (HEMT). At high enough electron mobility and gate length in submicrometer range 2DEG channel can serve as a resonant cavity for plasma waves with the resonant frequencies in the THz range. Experimentally observed infrared absorption (Allen,1977) and weak infrared emission (Tsui,1980) were related to plasma waves in silicon inversion layers. Excitation of plasma oscillations in the channel of FET-like structures has been proposed as a promising approach for the realization of emission, detection, mixing and frequency multiplication of THz radiation (Dyakonov,1993, Dyakonov,1996). Nonresonant (Weikle,1996) and weak resonant (Lu,1998) detection have been observed in HEMTs experimentally. Resonant peaks of the impedance of the capacitively contacted 2DEG at frequencies corresponding to plasma resonances have been revealed (Burke,2000). Terahertz detection and emission in HEMTs fabricated from different materials have been demonstrated (Knap,2002; Otsuji,2004; Teppe,2005; El Fatimy,2006; Shur,2003).

Theoretical models for plasma waves excited in the HEMT 2DEG channel are usually based on the similarity of the equations describing the behavior of electron fluid and shallow water (Dyakonov,1993; Shur, 2003; Satou,2003; Satou,2004; Veksler,2006). On the other hand, electromagnetic wave propagation in the gated 2DEG channel is similar to that in a transmission line (TL) (Yeager,1986; Burke,2000) which makes it possible to represent the gated portion of 2DEG channel by a TL model. In this chapter, we will implement distributed circuit or TL model approach to the study of plasma waves excited in the 2DEG channel of the structures similar to HEMT. Once a system is represented by an electric equivalent circuit, its performance can be simulated using a circuit simulator like SPICE (Simulation Program with Integrated Circuit Emphasis). Such an approach is less time consuming comparing to full scale computer modeling. It enables an easy variation of the system parameters during the simulation procedure provides a quick way to facilitate and improve one’s understanding of the HEMT operation.
in the regime of excitation of plasma wave oscillations (Khmyrova, 2007). The rest of this chapter is organized as follows. In the Section 2.1 the basic electric equivalent circuit for the HEMT-like structure operating in the regime of the excitation of plasma wave oscillations is developed. Results of IsSpice simulation illustrating the dependence of resonant plasma frequency on different structure parameters are presented in Section 2.2. In the Section 2.3 load termination concept is applied to estimate reflection coefficient at the interface between gated and ungated portions of the HEMT 2DEG channel.

Section 3 focuses on the influence of the fringing effects on resonant frequency of plasma oscillations. Section 3.1 presents analytical model which allows to evaluate electric field distribution at the 2DEG surface, spatial distribution of sheet electron density, and finally, resonant frequency of plasma oscillations in the presence of fringing effects. Section 3.2 discusses cascaded TL model and results of IsSpice simulation.

In the Section 4 results of the experiments and different analytical models are compared. Chapter summary is given in Section 5.

2. Distributed circuit approach to analysis of plasma oscillations in HEMT-like structures

2.1 Development of basic electric equivalent circuit

We consider a HEMT with schematic structure shown in Fig. 1a with a 2DEG channel formed at the heterointerface between the InGaAs narrow-gap and InAlAs wide-gap layers. Voltage \( V(t) = V_g + \delta V e^{i\omega t} \) applied between the gate and drain contacts contains dc and ac components with amplitudes \( V_g \) and \( \delta V \), respectively, and ac signal frequency \( \omega \). 2DEG channel beneath the gate contact of length \( L_g \) can act as a resonant cavity for the plasma waves with the fundamental resonant frequency (Dyakonov, 1993)

\[
\Omega = \frac{\pi}{2L_g} \sqrt{\frac{e^2 \Sigma d_g}{\epsilon_0 \epsilon \mu m^*}}
\]

where \( e \) and \( m^* \) are the electron charge and effective mass, respectively, \( \epsilon_0 \) and \( \epsilon \) are dielectric constants of vacuum and the layer separating 2DEG channel and gate contact, thickness of the layer is \( d_g \). 2DEG sheet electron density \( \Sigma \) depends on the gate bias voltage \( V(t) \). In our basic equivalent circuit model we will neglect nonlinear effects and consider its gate voltage wave.
dependence in the form:

$$\Sigma = \Sigma_0 + \frac{\varepsilon_0 e V_g}{e d_g} = \Sigma_0 (1 - \frac{V_g}{V_{th}}), \quad (2)$$

where $\Sigma_0$ is electron sheet concentration at $V_g = 0$, and $V_{th}$ is the threshold voltage. As it follows from Eqs. (1) and (2), resonant frequencies of plasma oscillations in the 2DEG channel depend on the gate length and can be tuned by the gate bias voltage.

To express the components of electrical equivalent circuit in terms of physical parameters of the 2DEG system one may invert the Drude formula for the frequency dependent conductivity of the 2DEG and obtain its complex resistivity $\rho(\omega)$:

$$\rho(\omega) = \frac{m^*}{\Sigma e^2 \tau_{tr}} (1 + i \omega \tau_{tr}). \quad (3)$$

where $\tau_{tr} = \frac{m^*}{e \mu}$ is the transport or momentum scattering time and $\mu$ is electron mobility in the channel. The 2DEG complex resistivity contains purely resistive as well as inductive components (first and second terms in the right-hand side of Eq. (3), respectively). Therefore, to provide correct equivalent circuit representation of the system in question one should include not only the resistance of the 2DEG channel but inevitably its kinetic inductance (Burke, 2000) associated with the inertia of the electrons in it. Furthermore, both resistance and inductance will depend on the gate bias voltage. For proper description of the system this fact should be also accounted for. Due to similarity of electromagnetic wave propagation in the gated 2DEG channel to that in a transmission line the distributed RC-circuit topology has been proposed for modeling of high-frequency effects in the gated 2DEG (Yeager, 1986). Later kinetic inductance has been added (Burke, 2000) to distributed RC-circuit model modifying it into $RLC$ distributed circuit model which we will use.

Combining Eqs. (2) and (3), for the distributed resistance $R_g$ and kinetic inductance $L_g$ of the gated portion of 2DEG channel we obtain the following expressions:

$$R_g = \frac{1}{e \mu W \Sigma_0 (1 - \frac{V_g}{V_{th}})} = \frac{R_0}{1 - \frac{V_g}{V_{th}}}, \quad (4)$$

$$L_g = \frac{m^*}{e^2 W \Sigma_0 (1 - \frac{V_g}{V_{th}})} = \frac{L_0}{1 - \frac{V_g}{V_{th}}}, \quad (5)$$

where $W$ is the width of the device, $R_0$ and $L_0$ are 2DEG channel resistance and inductance per unit length at $V_g = 0$. A distinctive feature of our equivalent circuit model is that it takes into account the dependence of the resistance $R_g$ and inductance $L_g$ on the gate bias voltage $V_g$ (Khmyrova, 2007). In this section the gate contact-2DEG channel system is considered as an ideal, i.e., fringing effects are neglected. Under this assumption its distributed capacitance can be expressed in the standard form:

$$C_g = \frac{\varepsilon_0 e W}{d_g}, \quad (6)$$

To account for the losses due to, for example, leakage through the dielectric under the gate contact, relevant conductance $G_l$ should be added in parallel with capacitance $C_g$. 
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Fig. 2. Normalized frequency response of the HEMT at (a) different gate lengths and $V_g = -0.31$ V; and (b) different gate bias voltages and $L_g = 50$ nm.

2.2 Results of IsSpice simulation

The developed distributed equivalent circuit of the gated 2DEG channel with $RLC$-components described by Eqs. (4)-(6) is shown in Fig. 1b. It was used to simulate frequency performance of the InAlAs/InGaAs HEMT with IsSpice software which is the version of SPICE developed by Intusoft. In the simulation experiment the gated part of the 2DEG channel has been represented by a lossy transmission line component, chosen from IsSpice component library. $R_g$, $L_g$ and $C_g$ of the TL were calculated using Eqs. (4)-(6) and device geometrical and physical parameters listed in Table 1. First, we neglect leakage losses setting $G_l = 0$ and consider “open circuit” configuration, i.e., assume that part of the device adjacent to its gated 2DEG portion has very high resistance.

Normalized frequency response $V_{out}$ simulated at different gate lengths $L_g$ and $V_g = -0.31$ V is shown in Fig. 2a. Fig. 2a reveals pronounced resonant behavior with resonant peaks at frequencies corresponding to those determined by Eq. (1). The increase of the gate length $L_g$ results in the fundamental resonant frequency reduction in line with Eq. (1). The decrease of the gate bias voltage $V_g$ at a fixed gate length results in a decrease of the electron concentration beneath the gate contact which, in turn, leads to a resonant frequency reduction as it is shown in Fig. 2b. In other words, Fig. 2b illustrates the possibility to tune the frequency of plasma oscillations by the gate bias voltage.

Simulation using equivalent circuit approach makes it possible to evaluate quickly the influence of such factors as leakage through the dielectric separating the gate contact and 2DEG channel on the HEMT performance in the regime of excitation of plasma oscillations. Fig. 3 demonstrates the damping of oscillatory behavior of the response caused by the leakage through the dielectric separating the gate contact and 2DEG. When the conductivity across this layer increases, say, from $G_l/G_g = 0$ to $G_l/G_g = 2$ (as in Fig. 3) amplitude of plasma oscillations in the HEMT 2DEG channel decreases.

In real HEMT structures ungated regions are rather large, usually their length $L_c >> L_g$. It was assumed that such ungated regions can influence plasma oscillations excited in the 2DEG channel (Satou,2003) as well as parasitic stray capacitance and load resistors. To complete the basic equivalent circuit model we include also lumped resistance and inductance of the
this layer increases, say, from through the dielectric separating the gate contact and 2DEG. When the conductivity across channel on the HEMT performance in the regime of excitation of plasma oscillations. Fig. 3
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Fig. 3. Normalized HEMT frequency response at different leakage conductance G_l, L_g = 50

nm and V_g = −0.31 V.

ungated region of the 2DEG channel with the length L_c

R_c = R_0 L_c, \quad \mathcal{L}_c = \mathcal{L}_0 L_c.

(7)

To account for parasitic capacitance a capacitor C_s has been added in parallel with resistance

R_c and inductance \mathcal{L}_c.

| Gate length | L_g | nm |
| Gate width | W | \mu m |
| Thickness of the layer under the gate | d | nm |
| Length of ungated region | L_{un} | nm |
| Sheet electron density | \Sigma_d | cm^{-2} |
| Electron mobility | \mu | cm^2 V^{-1} s^{-1} |
| Threshold voltage | V_{th} | V |
| Dielectric constant | \epsilon | |

Table 1. Structure parameters

2.3 Transmission line load termination concept and reflection coefficient at the
gated/ungated 2DEG channel interface

Exploiting further the similarity to a transmission line, one may treat the part of the device
including the ungated portion of the 2DEG channel, contacts, etc., (see Fig. 1b) as a “load”
with the impedance

Z_L = \frac{R_c + j\omega \mathcal{L}_c}{j\omega C_s (R_c + j\omega \mathcal{L}_c + \frac{1}{j\omega C_s})}

(8)

According to the concept of a transmission line (Collin, 2007) at its “load” termination reflection coefficient (the ratio of reflected and incident waves) is given by the following formula:
\[ \Gamma = \frac{Z_L - Z_g}{Z_L + Z_g}, \]
\[ Z_g = \sqrt{\frac{R_g + j\omega L_g}{j\omega C_g}} \]

The modulus and phase of reflection coefficient \( \Gamma \) are shown in Figs. 4a and 4b, respectively, at different lengths of contact region \( L_c \). At given structural parameters modulus of reflection coefficient does not approach zero, or, in other words, the “load” impedance is mismatched. In regular transmission lines any reflection at the load termination is undesirable and efforts are usually being made to eliminate it. On the contrary, for the excitation and build up of plasma waves in the system under discussion the “load” impedance mismatch seems to be beneficial.

Fig. 4. Modulus (a) and phase (b) of the reflection coefficient at the load termination of the distributed circuit corresponding to the interface between gated and ungated parts of the 2DEG channel.

It was demonstrated with IsSpice simulation that the increasing length of ungated region causes the transformation of resonant peaks and shift of plasma resonances (Khmyrova, 2007) although the effect was smaller comparing to that predicted by the model developed in (Satou, 2003). Indeed, the situation in real devices is much more complicated. In particular, cap layer incorporated in the device structure to reduce an access source/drain contacts resistance may affect its frequency performance.

3. Impact of fringing effects on resonant frequencies of plasma oscillations

Another factor reducing the resonant plasma frequencies can be related to the nonideality of the gate contact–2DEG capacitance, i.e., fringing effects (Suemitsu, 1998; Nishimura, 2009). As it follows from Eq. (1) scaling down of the gate length \( L_g \) should result in the increase of the fundamental resonant plasma frequency. It seems quite natural that the gate length reduction
should be accompanied by the relevant reduction of the thickness of the layer separating the gate contact and 2DEG surface. However, there are technological restrictions on the possible reduction of the thickness $d_g$. As a result, fringing of the electric field created by gate bias voltage may become sufficiently strong and its contribution should not be neglected.

Fig. 5. Schematic of the HEMT structure (a) and model of “extended” gate (b).

3.1 Analytical model
We assume that width $W$ of the HEMT-like structure schematically shown in Fig. 5a is large enough to provide the uniformity in the direction perpendicular to the page so that we can focus on the variation of the electric field and other related values only along $x$-axis indicated in Fig. 5b. Reference point $x = 0$ coincides with the edge of the gate contact, so that points with $-L_g < x < 0$ correspond to the 2DEG channel beneath the gate contact and $x > 0$ - to the ungated 2DEG channel region subjected to the fringing electric field. The thickness of the 2DEG channel is assumed to be negligibly small.

The distribution of fringing electric field at the 2DEG channel surface is similar to that in the middle plane of the fringed parallel plate capacitor with plate length $L_g$ and separation $2d_g$. Using the conformal mapping approach elaborated in Ref. (Morse, 1953) we can express in parametric form the fringing electric field distribution

$$E(\xi) = \frac{V_g}{d_g} \frac{1}{1 + \exp{\xi}},$$

and $x$-coordinate

$$x = \frac{d_g}{\pi L_g} (1 + \xi + \exp{\xi}),$$

where $\xi$ is a parameter and $V_g$ is the gate bias voltage.
It is worth to note that electric field distribution in the structure with the gate contact extended in the direction $x > 0$ in such a way that separation between the gate contact and 2DEG surface varies as $d_{fr} = d_g(1 + \exp \xi)$ (see Fig. 5(b)) will be also described by Eq. (10) and be similar to fringing field. Furthermore, the ungated part of 2DEG channel subjected to the fringing electric field can be treated in the same way as its gated portion. For the 2DEG sheet electron density in the ungated fringed region one can write down an expression similar to Eq. (2):

$$\Sigma_{fr} = \Sigma_0^{fr} + \frac{\varepsilon \varepsilon_0 V_g}{e d_g(1 + \exp \xi)}.$$  \hspace{1cm} (12)

Here $\Sigma_0^{fr}$ is sheet electron density in the fringed region at $V_g = 0$. The threshold voltage in the fringed region can be expressed as

$$V_{th}^{fr}(\xi) = -\frac{e \Sigma_0^{fr} d_g (1 + \exp \xi)}{\varepsilon \varepsilon_0} = \frac{\Sigma_0^{fr}}{\Sigma_0} V_{th}^0 (1 + \exp \xi),$$  \hspace{1cm} (13)

where $\Sigma_0$ and $V_{th}^0$ are the surface charge density at $V_g = 0$ and threshold voltage for the 2DEG channel beneath the gate contact. On the other hand, threshold voltage is determined by physical and structural parameters (Delagebeaufpe, 1982): $V_{th} = \phi_M - \Delta E_c - V_p$, where $\phi_M$ is Schottky barrier height due to metalization of the gate contact, $\Delta E_c$ is conduction band discontinuity at the InAlAs-InGaAs heterointerface, and $V_p = \varepsilon \Sigma_d d_d / \varepsilon \varepsilon_0$ for $\delta$-doped HEMT (Mahajan, 1998) where $\Sigma_d$ and $d_d$ are the dopant concentration and distance between the $\delta$-doping plane and metal contact. In the fringed region the latter term is also position dependent and can be presented as $V_{p}^{fr}(\xi) = V_{p}^0 (1 + \exp \xi)$ resulting in the threshold voltage described by the following expression:

$$V_{th}^{fr}(\xi) = \phi_M - \Delta E_c - V_{p}^0 (1 + \exp \xi) = V_{th}^0 - V_{p}^0 \exp \xi,$$  \hspace{1cm} (14)

which implies that to deplete 2DEG in the fringed region higher bias voltage should be applied to the gate contact. One can express $\Sigma_0^{fr}$ from Eqs. (14) and (15), substitute it into Eq. (13) and arrive at

$$\Sigma_{fr} = \frac{\Sigma_0}{1 + \exp \xi} \left(1 - \frac{V_g}{V_{th}^0}\right) \left(1 - \frac{V_p^0 \exp \xi}{V_{th}^0 - V_g}\right).$$  \hspace{1cm} (15)

Fig. 6 shows spatial distribution of the sheet electron density $\Sigma_{fr}$ for different ratios $d_g/L_g$ at gate voltage $V_g = -0.1$ V, $\phi_M = 0.62$ V, $\Delta E_c = 0.53$ eV (Mahajan, 1998), $\Sigma_d = 5 \times 10^{12}$ cm$^{-2}$ and $d_d = 12$ nm (El Fatimi, 2006).

It is seen from Fig. 6, that at small ratios $d_g/L_g << 1$ sheet electron density near the gate contact edge varies sharply, i.e., fringing of the electric field is small and can be neglected. Scaling down the gate length and gate-to-channel separation to $L_g = 50$ nm and $d_g = 17$ nm results in the ratio $d_g/L_g \approx 0.34 < 1$. As one can see from Fig. 6, at this ratio the fringing electric field extends at a distance $L_{fr}$ up to several $L_g$. The ungated regions of length $L_c \leq L_{fr}$ being affected by the fringing field are no longer different from the gated region of the 2DEG channel and should be treated in the same way.

Thus, fringing electric field causes the extension of the 2DEG channel region controlled by the gate bias voltage $V_g$ beyond the area covered by the gate contact. Moreover, as it is seen from Fig. 6, the fringing of the electric field influences the sheet electron density not only in the ungated regions on both sides of the gate contact, but also beneath the contact itself.
Fig. 6. 2DEG sheet electron density distribution along HEMT channel in the presence of fringing electric field at different ratios of $d_g/L_g$. Reference point $x = 0$ corresponds to the gate contact edge.

Due to symmetry of the HEMT structure one may consider only its half, i.e., $-0.5 L_g \leq x \leq L_{fr}$ when calculating the phase change $\theta_{fr}$ of the wave traveling along the gated and fringed ungated regions (Andress, 2005) of the 2DEG channel a distance $L_g + 2 L_{fr}$

$$\theta_{fr} = 2 \omega_{fr} \int_{x=-0.5}^{L_{fr}} \frac{dx}{s_{fr}}$$

where wave’s phase velocity can be expressed using Eq. (15) in the form

$$s_{fr} = \sqrt{\frac{e}{m^*} (V_g - V_{th}^0)(1 + \frac{V_{th}^0}{V_g - V_{th}^0} \exp \xi)}$$

Substitution of Eq. (17) into Eq. (16) is accompanied by the change of the variables of integration from $x$ to $\xi$. For the upper limit of integration $\xi_2$ from Eq. (2) $L_{fr} = \frac{d_g}{\pi} (1 + \xi_2 + \exp \xi_2)$ we find $\exp(\xi_2) \approx \frac{\pi L_{fr}}{2 d_g}$. For the lower integral limit we have an equation $-0.5 L_g = \frac{d_g}{\pi} (1 + \xi_1 + \exp \xi_1)$, where $\xi_1 < 0$. Substituting the modulus $|\xi_1|$ in the latter condition we get: $|\xi_1| \approx 1 + \frac{\pi L_g}{2 d_g}$. After integration from the condition for standing wave existence (Dyakonov, 1996) we finally obtain the fundamental plasma resonant frequency in the presence of fringing effects

$$f_{fr} \approx \frac{f_0}{1 + \frac{4d_g}{L_g \pi R_p} \left( \sqrt{1 + \frac{\pi R_p L_{fr}}{2d_g} - 1} \right) + \chi}$$
where \( f_0 \) is the fundamental frequency of plasma oscillations in the ideal case when no fringing occurs (from Eq. (1) \( f_0 = \frac{\Omega}{2\pi} \),

\[
\chi = \frac{2d_g}{\pi L_g} \left( 1 + \ln \frac{4}{R_v} - 2 \sqrt{\frac{2d_g}{\pi R_v L_{fr}}} \right),
\]

(19)

and \( R_v = \frac{V_0}{(V_g - V_{th})} \).

### 3.2 Cascaded transmission line model and results of IsSpice simulation

The spanning of the 2DEG channel region controlled by the gate bias voltage beyond the area covered by the gate contact caused by fringing of the electric field requires appropriate modification of the equivalent circuit model previously developed. To represent the fringed ungated region with nonuniform sheet electron density distribution and position dependent distance \( d_{fr} \) between the “extended” gate and 2DEG channel as an equivalent electric circuit we partitioned it into small segments (Andress, 2005). In each such segment sheet electron density is supposed to be uniform and distance \( d_{fr} \) constant so that they can be represented by a uniform transmission lines \( TL_{1,2,\ldots,N} \). The cascaded TL model for the gated and ungated fringed 2DEG channel regions is schematically shown in Fig. 7. Relevant \( R_{fr}, L_{fr}, C_{fr} \) components are derived using Eq. (15) in the form

\[
R_{fr} = \frac{R_g}{1 + \exp \frac{\xi}{\frac{V_g}{V_{th}} - \frac{V_0}{V_{th}} \exp \xi}}\]

\[
L_{fr} = \frac{L_g}{1 + \exp \frac{\xi}{\frac{V_g}{V_{th}} - \frac{V_0}{V_{th}} \exp \xi}}\]

\[
C_{fr} = \frac{C_g}{1 + \exp \xi}
\]

(20)

where \( R_g, L_g, C_g \) and \( R_v \) are determined by Eqs. (4)-(6).

In the developed cascaded equivalent circuit the ungated fringed region has been represented by 10 uniform TLs. In the IsSpice simulation TL input voltage corresponded to the gate bias voltage which contained dc and ac components. Ac analysis has been conducted and response has been measured in the open circuit configuration. Test simulations performed for 5-, 10- and 15-sections model of the ungated fringed region revealed very close fundamental resonant plasma frequencies for 10 and 15 sections. Simulated frequency response of the HEMT is shown in Fig. 8. It is clearly seen from the simulation results of Fig. 8 that fringing effects cause the reduction of the resonant frequency of plasma oscillations.

### 4. Comparison of Theoretical and Experimental Data

Fig. 9 shows dependences of fundamental resonant plasma frequency versus gate bias voltage \( V_g \) calculated for the InAlAs/InGaAs HEMT with the gate length \( L_g = 50 \) nm, and structure parameters taken from Ref.(El Fatimy, 2006). Curve (1) calculated using Eq. (1) corresponds to the ideal case. Curve (2) represents experimental data extracted from Ref.(El Fatimy, 2006). Curve (3) has been calculated using model of Ref.(Satou, 2003) which takes into account ungated regions. Curves (4) and (5) were calculated and simulated using fringing effect model. Plasma frequencies of curve 4 were calculated using Eq. (17) under the assumption based on Fig. 6 that for the ratio \( d_g / L_g = 0.34 \) the fringing field spreads over the whole ungated regions of length \( L_c = 2 \times L_g \) on both sides of the gate contact, i.e., \( L_{fr} = 2 \times 100 = 200 \) nm.
As it was mentioned previously experimentally observed plasma resonant frequencies (curve 2) were much lower comparing to those predicted by Eq. (1). The model which takes into account the contribution of ungated regions (curve 3) shows, at a first glance, practically ideal agreement with experimental data. However, the incorporation of the possible contribution of some other factors, for example, cap layer may result in deviation from such ideal agreement. On the other hand, comparing curves 4 and 5 with experimental data of curve
Fig. 9. Fundamental frequency of plasma oscillations: 1– Ideal case, calculated using Eq. (1); 2 – Experimental data extracted from Ref. (El Fatimy, 2006); 3 – Model for impact of ungated regions, Eq. (24) of Ref. (Satou et al, 2003); 4 – model accounting for fringing effects, Eq. (17); 5 – Results of IsSpice simulation.

2 one can say about reasonably good agreement between them keeping in mind that further reduction of plasma frequencies is possible due to contribution of other factors, in particular, cap layer.

5. Chapter summary

In conclusion, we develop simple distributed circuit model of the HEMT-like structure to study the effects associated with the excitation of plasma oscillations in its 2DEG channel. The circuit components of the model are related to physical and geometrical parameters of the structure. Moreover, the dependence of the resistance and kinetic inductance of the gated 2DEG channel portion on gate bias voltage has been taken into account. The developed electric equivalent circuit has been used to simulate HEMT frequency performance with IsSpice software. Model accounting for the fringing effects contribution to the plasma frequency reduction is proposed. Using the concept of “extended” gate the sheet electron density distribution in the fringed ungated region of the 2DEG channel is estimated and the expression for the resonant plasma frequency in the presence of fringing effects is derived. The basic distributed circuit model has been modified into cascaded TL line model to account for the impact of fringing effects on the resonant plasma frequencies. Simulated HEMT frequency response shows the decrease of resonant frequency related to the fringing effects. The results of our model are in rather good agreement with experimental data admitting also further possible frequency reduction due to other factors, for example, the cap layer.
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1. Introduction

Metamaterials (MMs) became a very actual topic in the present research interest field, due to their unusual but interesting characteristics, not encountered in nature (Veselago, 1968) (Engheta & Ziolkowski, 2005). A way to obtain media having MM characteristics is to develop circuits which, under certain conditions, model the MMs properties. Using different lattice structures or periodic repetition of unit cells, different types of two-dimensional MMs have been suggested (Sievenpiper et.al., 1999; Caloz & Itoh, 2003).

A particular class of MMs consists of artificial LH (Left-Hand) transmission lines, which may be obtained using series capacitors and parallel connected inductors. With this approach and using SMDs (surface mounted devices), circuits such as branch couplers (Lin et al., 2003) and ring couplers (Okabe et al., 2004) operating up to a few GHz, have been reported. The main advantage of these circuits compared to the classical ones is the dual frequency response for any two frequency ratio.

For higher microwave frequencies, it is more convenient to replace SMD capacitors and inductors with interdigital capacitors and short-ended transmission lines, respectively, in microstrip or CPW configuration. Taking into account the series equivalent inductance of the capacitors and the parallel equivalent capacitance of the short-ended transmission lines (working as inductors, at their own resonance frequency), CRLH (Composite Right / Left Handed) cells are obtained (Lai et al., 2004). The CRLH cells open a new class of devices and applications such as backward-wave directional couplers (Caloz et al., 2004), tunable radiation angle and beamwidth antennas (Lim et al., 2004), zeroth-order resonator antennas (Sanada et al., 2004). Other new expected research directions may be found in literature (see for example Caloz & Itoh, 2005).

In the last few years, CPW (CoPlanar Waveguide) CRLH based devices were investigated and fabricated on semiconductor substrate, such as bandpass filters (C. Li et al., 2007 and W.
Tong et al, 2007), resonating antennas (Simion et al., 2007-a,b) and directional couplers (Simion et al., 2008-a,b). The main advantage of using semiconductor substrate for these devices is the possibility to integrate them monolithically in more complex circuits. Very interesting applications can also be developed using CRLH based devices supported by magnetically biased ferrite. Recently, authors compared four related CRLH leaky-wave antennas where the CRLH structure dispersion was controlled by an applied magnetic field, for fixed frequency external tuning (Kodera & Caloz, 2008). Also, a CPW CRLH resonating antenna having a magnetically polarized ferrite as supporting substrate has been recently investigated and reported (Sajin et al., 2009).

The results presented in this chapter are focused on the results obtained by the authors in the field of CPW CRLH based devices, such as a directional coupler and a resonating antenna, both fabricated on silicon substrate, but also a resonating antenna manufactured on magnetically biased ferrite.

2. RH, LH and CRLH Transmission Lines

The transmission lines used in practice (microstrip, CPW etc.) are homogenous transmission media. They may be modeled with equivalent circuits consisting of distributed elements, which are obtained by cascading a large enough number of cells (so that the length of a cell becomes much shorter in comparison to the wavelength), each cell being a series inductance and a parallel capacitance, which will be further addressed as RH (Right-Handed)-TL. For the transmission line based on RH-TL cells, the phase velocity and the group velocity have positive values.

A transmission line, with a negative phase velocity (but with a positive group velocity, like for the RH-TL) would be useful in some applications. As equivalent circuit, this transmission line must consist of a large enough number of cells, each one being a series distributed capacitance and a parallel distributed inductance, further referred to as LH (Left-Handed) - TL. This type of transmission line does not exist in practice, but an artificial transmission line consisting of lumped elements can model the LH-TL behavior.

The artificial LH-TL is fabricated by using capacitors and inductors. Taking the series inductance of the capacitors and the parallel capacitance of the inductors into account, a more complicated equivalent circuit for an LH-TL cell is obtained. The structure (cell) having an equivalent circuit containing both the RH-TL equivalent circuit as well as the LH-TL equivalent circuit is known as CRLH (Composite Right / Left Handed). By cascading CRLH cells, CRLH-TLs are obtained. Depending on the frequency, the CRLH-TL may have RH-TL or LH-TL behavior.

The propagation constant and the characteristic impedance for the RH-TL, LH-TL and CRLH-TL are reviewed in the next sections (see also Caloz & Itoh, 2006).

2.1. RH-TL and LH-TL

The equivalent circuits of a cell, for RH-TL and LH-TL are shown in Fig.1 (a) and (b).
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![Fig. 1. Equivalent circuits with distributed elements, for a cell of RH-TL (a) and LH-TL (b).](image)

In these circuits, \( L'_R \), \( C'_R \) and \( L'_L \), \( C'_L \) are the distributed inductance and capacitance for RH-TL and LH-TL respectively. For these equivalent circuits, the propagation constant and the characteristic impedance can be determined with the following formulas:

\[
\gamma = \sqrt{Z'(\omega)Y'(\omega)} = \alpha + j\beta \quad \text{and} \quad Z_c = \sqrt{\frac{Z'(\omega)}{Y'(\omega)}} \quad (1\ a,b)
\]

respectively, where \( Z'(\omega) \) and \( Y'(\omega) \) are the impedance of the series branch and the admittance of the parallel branch (see Fig. 1 a,b), \( \alpha \) is the attenuation constant and \( \beta \) is the phase constant.

If the line is lossless \( (\alpha = 0) \), then the propagation constant is pure imaginary, while the impedance is pure real. For RH-TL we can write (see Fig. 1 a):

\[
Z'(\omega) = j\omega \frac{1}{L'_R} \quad \text{and} \quad Y'(\omega) = j\omega \frac{1}{C'_R} \quad (2\ a,b)
\]

By inserting (2 a, b) in (1 a, b), we get:

\[
\beta_{RH-TL} = \omega \sqrt{\frac{1}{L'_R C'_R}} > 0 \quad \text{and} \quad Z_{c,RH-TL} = \sqrt{\frac{L'_R}{C'_R}} \quad (3\ a,b)
\]

For LH-TL, it may be written (see Fig. 1 b):

\[
Z'(\omega) = \frac{1}{j\omega C'_L} \quad \text{and} \quad Y'(\omega) = \frac{1}{j\omega L'_L} \quad (4\ a,b)
\]

By inserting (4 a,b) in (1 a,b), we get:

\[
\beta_{LH-TL} = -\frac{1}{\omega \sqrt{\frac{1}{L'_L C'_L}}} < 0 \quad \text{and} \quad Z_{c,LH-TL} = \sqrt{\frac{L'_L}{C'_L}} \quad (5\ a,b)
\]
The equations (3 a) and (5 a) are the dispersion equations for RH-TL and LH-TL, respectively. The qualitative graphic representation of these equations is given in Fig.2.

![Graphic representation of the dispersion equations for lossless RH-TL and LH-TL](image)

Fig. 2. Graphic representation of the dispersion equations for lossless RH-TL and LH-TL

The phase velocity, \( v_f = \frac{\omega}{\beta} \) obtained from the dispersion equations (3 a) and (5 a) is positive for RH-TL and negative for LH-TL. The group velocity, \( v_g = \frac{1}{d\beta/d\omega} \), is positive for both RH-TL and LH-TL. Therefore, the energy transport is, from generator to load in both cases, but for LH-TL, due to the fact that the phase velocity is negative, the wave is propagated backwards (from load to generator).

### 2.2. CRLH transmission lines

As mentioned above, the equivalent circuit of CRLH-TL is a combination of the equivalent circuits for RH-TL and LH-TL. The equivalent circuit for CRLH-TL is given in Fig.3, where, similar to RH-TL and LH-TL, \( \Delta l \) must be small enough compared to the wavelength.

![The distributed equivalent circuit for a cell of CRLH-TL](image)

Fig. 3. The distributed equivalent circuit for a cell of CRLH-TL.

For the circuit given in Fig.3:
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The equations (3 a) and (5 a) are the dispersion equations for RH-TL and LH-TL, respectively. The qualitative graphic representation of these equations is given in Fig. 2.
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The phase velocity, \( \beta \), obtained from the dispersion equations (3 a) and (5 a) is positive for RH-TL and negative for LH-TL. The group velocity, \( \gamma \), is positive for both RH-TL and LH-TL. Therefore, the energy transport is, from generator to load in both cases, but for LH-TL, due to the fact that the phase velocity is negative, the wave is propagated backwards (from load to generator).

2.2. CRLH transmission lines
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Fig. 3. The distributed equivalent circuit for a cell of CRLH-TL.

For the circuit given in Fig. 3:

\[
\left( \omega L_R - \frac{1}{\omega C_L} \right) \left( \omega C_R - \frac{1}{\omega L_L} \right) < 0 \quad \text{for} \quad \omega < \omega_{\Gamma_1} \tag{7 a}
\]

and

\[
\left( \omega L_R - \frac{1}{\omega C_L} \right) \left( \omega C_R - \frac{1}{\omega L_L} \right) > 0 \quad \text{for} \quad \omega > \omega_{\Gamma_2} \tag{7 b}
\]

where:

\[
\omega_{\Gamma_1} = \min \left[ \frac{1}{\sqrt{L_R/C_L}}, \frac{1}{\sqrt{L_L/C_R}} \right] \quad \text{and} \quad \omega_{\Gamma_2} = \max \left[ \frac{1}{\sqrt{L_R/C_L}}, \frac{1}{\sqrt{L_L/C_R}} \right] \tag{8 a,b}
\]

For \( \omega \in (\omega_{\Gamma_1}, \omega_{\Gamma_2}) \), the phase constant, \( \beta \), is an imaginary number, therefore the propagation constant, \( \gamma \), is a real number, which means that the signal on the line is attenuated. Therefore, for \( \omega \in (\omega_{\Gamma_1}, \omega_{\Gamma_2}) \), the circuit behaves as a band-stop filter. If \( \omega_{\Gamma_1} = \omega_{\Gamma_2} \), then there is no stop-band.

The circuit for which \( \omega_{\Gamma_1} \neq \omega_{\Gamma_2} \) is called an unbalanced circuit, while the circuit for which \( \omega_{\Gamma_1} = \omega_{\Gamma_2} \) is called a balanced circuit.

By simply looking at the equations (8 a,b), we get \( \omega_{\Gamma_1} = \omega_{\Gamma_2} \) if:

\[
L_R C_L = L_L C_R \tag{9}
\]

In this case, we replace the frequencies \( \omega_{\Gamma_1} \) and \( \omega_{\Gamma_2} \) with \( \omega_0 \) getting the following expression:

\[
Z'(\omega) = j \left( \omega L_R - \frac{1}{\omega C_L} \right) \quad \text{and} \quad Y'(\omega) = j \left( \omega C_R - \frac{1}{\omega L_L} \right) \tag{6 a,b}
\]

Using (6a,b), with the relations (1 a) and \( \alpha = 0 \) (lossless circuit), we get:

\[
\beta_{\text{CRLH-TL}} = \sqrt{\left( \omega L_R - \frac{1}{\omega C_L} \right) \left( \omega C_R - \frac{1}{\omega L_L} \right)} < 0 \quad \text{for} \quad \omega < \omega_{\Gamma_1}
\]

and

\[
\beta_{\text{CRLH-TL}} = +\sqrt{\left( \omega L_R - \frac{1}{\omega C_L} \right) \left( \omega C_R - \frac{1}{\omega L_L} \right)} > 0 \quad \text{for} \quad \omega > \omega_{\Gamma_2}
\]
\[
\omega_0 = \frac{1}{\sqrt{L_R C_L}} = \frac{1}{\sqrt{L_L C_R}} = \frac{1}{\sqrt{L_R C_L L_L C_R}} 
\]  
(10)

Also, for the balanced circuit, from the equations (7 a,b) and (10), \( \beta = 0 \).

Analyzing the dispersion equations (7 a,b), it results that, for \( \omega < \omega_{\Gamma_1} \) (or \( \omega < \omega_0 \), for the balanced circuit), the line has a LH-TL behavior, while for \( \omega > \omega_{\Gamma_2} \) (or \( \omega > \omega_0 \), for the balanced circuit), the line has a RH-TL behavior.

The equations (7 a,b) are the dispersion equations for CRLH-TL. The graphic representation (qualitative) of these dispersion equations, for the unbalanced and balanced circuits, are shown in Fig.4 (a) and Fig.4 (b), respectively.

\[Z_c,\text{CRLH-TL} = \sqrt{\frac{L'_L}{C'_L}} \cdot \sqrt{\frac{\omega^2 L'_R C'_L - 1}{\omega^2 L'_L C'_R - 1}}\]  
(11)

If the circuit is balanced, then, with the equation (9), from (11) we get:

\[Z_c,\text{CRLH-TL} = Z_c,\text{RH-TL} = Z_c,\text{LH-TL}\]  
(12)
It can be noticed from (12), that for a balanced CRLH-TL, the impedance matching conditions over a large frequency domain can be easily fulfilled. If the circuit is balanced, then, using (9) in (7 a,b), we get:

$$\beta_{\text{CRLH-TL}} = \frac{\omega^2 L_R C_L - 1}{\omega \sqrt{L_R C_L}} = \frac{1}{\omega \sqrt{L_R C_L}}$$  \hspace{1cm} (13)$$

From the equation above, it can be noticed that for \( \omega > \omega_0 \), \( \beta_{\text{CRLH-TL}} > 0 \), while for \( \omega < \omega_0 \), \( \beta_{\text{CRLH-TL}} < 0 \), where \( \omega_0 \) is given in (10).

Using (3 a) and (5 a), the dispersion equation (13) can be written as follows:

$$\beta_{\text{CRLH-TL}} = \beta_{\text{RH-TL}} + \beta_{\text{LH-TL}}$$  \hspace{1cm} (14)$$

From (12) and (14), the equivalent circuit for a balanced CRLH-TL can be drawn by connecting in cascade the equivalent circuits for RH-TL and LH-TL, given in Fig.1 a,b.

### 2.3. Equivalent permittivity and permeability

For a homogenous medium, characterized by \( \varepsilon \) and \( \mu \) (usually complex values, but real for lossless media), the phase constant, \( \beta \), and the characteristic impedance, \( Z_c \), have the following expressions:

$$\beta = \omega \sqrt{\varepsilon \mu} , \quad \text{respectively} \quad Z_c = \sqrt{\frac{\mu}{\varepsilon}} \hspace{1cm} (15 \ a,b)$$

From (15 a,b) and (1 a,b), for a lossless medium (\( \alpha = 0 \)), we get:

$$\varepsilon = -j \frac{\gamma (\omega)}{\omega} \quad \text{and} \quad \mu = -j \frac{Z (\omega)}{\omega} \hspace{1cm} (16 \ a,b)$$

For a homogenous medium which may be modeled by a RH-TL equivalent circuit, inserting the equations (2 a,b) in (16 a,b), we get:

$$\varepsilon = C_R^i \quad \text{and} \quad \mu = L_R^i \hspace{1cm} (17 \ a,b)$$

For a homogenous medium which may be modeled by a LH-TL equivalent circuit, inserting the equations (4 a,b) in (16 a,b), we get:
\[
\varepsilon = -\frac{1}{\omega^2 L_L} \quad \text{and} \quad \mu = -\frac{1}{\omega^2 C_L}
\]  
(18 a,b)

Likewise, for a homogenous medium, which may be modeled by a CRLH-TL equivalent circuit, inserting the equations (6 a,b) in (16 a,b), we get the following result:

\[
\varepsilon = C_R' - \frac{1}{\omega^2 L_L} \quad \text{and} \quad \mu = L_R' - \frac{1}{\omega^2 C_L}
\]  
(19 a,b)

By analyzing the equations (17 a,b), (18 a,b) it is useful to observe that \(\varepsilon\) and \(\mu\) are positive for RH-TL and negative for a LH-TL, respectively. The equations (17 a,b) and (18 a,b) are particular cases of the equations (19 a,b), for high enough frequencies, respectively for low enough frequencies.

The values of \(\varepsilon\) and \(\mu\) for CRLH-TL can take either positive or negative values, depending on the frequency. The following conclusions can be drawn by analyzing the relations (19 a,b) and (8 a,b):

1. If \(\omega < \omega_{\Gamma_1}^{(1)}\), then \(\varepsilon < 0\) and \(\mu < 0\)  
(20 a)

2. If \(\omega > \omega_{\Gamma_2}^{(1)}\), then \(\varepsilon > 0\) and \(\mu > 0\)  
(20 b)

3. If \(\omega \in (\omega_{\Gamma_1}^{(1)}, \omega_{\Gamma_2}^{(1)})\), then
   \[\varepsilon < 0 \quad \text{and} \quad \mu > 0 \quad \text{if} \quad \frac{1}{\omega \sqrt{L_L C_R}} > \frac{1}{\omega \sqrt{L_R C_L}}\]
   or
   \[\varepsilon > 0 \quad \text{and} \quad \mu < 0 \quad \text{if} \quad \frac{1}{\omega \sqrt{L_L C_R}} < \frac{1}{\omega \sqrt{L_R C_L}}\]
(20 c)

where \(\omega_{\Gamma_1}^{(1)}\) and \(\omega_{\Gamma_2}^{(1)}\) are given in (8 a,b).

For the particular case when the circuit is balanced, if \(\omega_{\Gamma_1} = \omega_{\Gamma_2} = \omega_0\) (see equation (10)), the following equations can be obtained:

1. If \(\omega < \omega_0\), then \(\varepsilon < 0\) and \(\mu < 0\)  
(21 a)

2. If \(\omega > \omega_0\), then \(\varepsilon > 0\) and \(\mu > 0\)  
(21 b)
The propagation medium is called *metamaterial*, if $\varepsilon < 0$ and $\mu < 0$, inequalities which are valid for low enough frequencies - see (20a) for unbalanced CRLH-TL and (21a) for balanced CRLH-TL.

The analysis performed for an artificial line consisting of cascaded CRLH cells modeled by lumped components leads to similar formulas for the phase shift and for the characteristic impedance (if the length of the cell is much smaller in comparison to the wavelength), but two cut-off frequencies must be taken into account (see also Caloz & Itoh, 2006). These frequencies are due to the high-pass and low-pass behavior of the CRLH modeled with lumped elements (see section 4 for the formulas of these two frequencies) and cannot be taken into evidence for a distributed transmission line.

### 3. Microwave Directional Coupler with CRLH cells on Silicon Substrate

#### 3.1. Circuit description, design and fabrication

The coupler presented here is composed of two coupled artificial CRLH-TLs, each one having two identical cascaded cells, each one consisting of series interdigital capacitors and parallel connected short-ended transmission lines.

The coupler layout, in CPW configuration, is shown in Fig.5. Four tapered lines were used for impedance matching and also to fit the probes sizes to the on-wafer measurement system.

A strong coupling is possible for this type of coupler, as compared to other kinds of couplers as, for instance, the Lange coupler (Caloz & Itoh, 2005).

![Fig. 5. Complete coupler layout (a) and a layout detail (b) for one CRLH cell.](image)

The equivalent circuit for one CRLH cell is given in Fig.6. The series interdigital capacitor has the equivalent capacitance $C_{cs}$, the series equivalent inductance $L_{cs}$ and the parallel equivalent capacitance (to the ground) $C_{cp}$. Also, the short-ended CPW has the equivalent inductance $L_{lp}$ and the parallel equivalent capacitance, $C_{lp}$.

![Fig. 6. Equivalent circuit for one CRLH cell.](image)
The CRLH cell was designed such as to obtain a balanced structure for the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the parallel frequency of resonance and also equal to the central frequency of the coupler (Caloz et al., 2004). Nevertheless, if two CRLH based transmission lines are coupled, the band-stop frequency due to the even/odd mode occurs around the central frequency of the coupler, due to the mutual inductances and the coupling capacitances. The band-stop frequency range is wider as the coupling is stronger.

The substrate used both in simulations and in the experimental approach was a 500 μm thick silicon wafer, with a dielectric constant of 11.9, covered by a 1 μm thick thermal SiO₂ layer, having the dielectric constant equal to 4.7. The bulk resistivity of the silicon substrate is equal to 5 kΩcm.

The design procedure starts with the interdigital capacitor. The numerical value for Cₛ must be chosen taking into account the central frequency of the coupler, the imposed technological resolution, the finger length (which must be much shorter than the minimum wavelength) and also the condition for the series resonance, which must be equal to the central frequency of the coupler. Taking into account these constraints, the layout of the interdigital capacitor has been optimized by using the software IE3D - Zeland. The numerical results exhibit a series resonance frequency at f₀ = 11.25 GHz, close to the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the central frequency of the coupler (therefore, the CRLH cell is balanced). For the substrate data given above, the values for Lₛ and Zₛ may be obtained if the length of the coplanar line is 0.8 mm, the width of the central CPW line is 100 μm and

The CRLH cell was designed such as to obtain a balanced structure for the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the parallel frequency of resonance and also equal to the central frequency of the coupler (Caloz et al., 2004). Nevertheless, if two CRLH based transmission lines are coupled, the band-stop frequency due to the even/odd mode occurs around the central frequency of the coupler, due to the mutual inductances and the coupling capacitances. The band-stop frequency range is wider as the coupling is stronger.

The substrate used both in simulations and in the experimental approach was a 500 μm thick silicon wafer, with a dielectric constant of 11.9, covered by a 1 μm thick thermal SiO₂ layer, having the dielectric constant equal to 4.7. The bulk resistivity of the silicon substrate is equal to 5 kΩcm.

The design procedure starts with the interdigital capacitor. The numerical value for Cₛ must be chosen taking into account the central frequency of the coupler, the imposed technological resolution, the finger length (which must be much shorter than the minimum wavelength) and also the condition for the series resonance, which must be equal to the central frequency of the coupler. Taking into account these constraints, the layout of the interdigital capacitor has been optimized by using the software IE3D - Zeland. The numerical results exhibit a series resonance frequency at f₀ = 11.25 GHz, close to the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the central frequency of the coupler (therefore, the CRLH cell is balanced). For the substrate data given above, the values for Lₛ and Zₛ may be obtained if the length of the coplanar line is 0.8 mm, the width of the central CPW line is 100 μm and

The CRLH cell was designed such as to obtain a balanced structure for the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the parallel frequency of resonance and also equal to the central frequency of the coupler (Caloz et al., 2004). Nevertheless, if two CRLH based transmission lines are coupled, the band-stop frequency due to the even/odd mode occurs around the central frequency of the coupler, due to the mutual inductances and the coupling capacitances. The band-stop frequency range is wider as the coupling is stronger.

The substrate used both in simulations and in the experimental approach was a 500 μm thick silicon wafer, with a dielectric constant of 11.9, covered by a 1 μm thick thermal SiO₂ layer, having the dielectric constant equal to 4.7. The bulk resistivity of the silicon substrate is equal to 5 kΩcm.

The design procedure starts with the interdigital capacitor. The numerical value for Cₛ must be chosen taking into account the central frequency of the coupler, the imposed technological resolution, the finger length (which must be much shorter than the minimum wavelength) and also the condition for the series resonance, which must be equal to the central frequency of the coupler. Taking into account these constraints, the layout of the interdigital capacitor has been optimized by using the software IE3D - Zeland. The numerical results exhibit a series resonance frequency at f₀ = 11.25 GHz, close to the central frequency of the coupler. This means that the series frequency of resonance has to be equal to the central frequency of the coupler (therefore, the CRLH cell is balanced). For the substrate data given above, the values for Lₛ and Zₛ may be obtained if the length of the coplanar line is 0.8 mm, the width of the central CPW line is 100 μm and
the width of the CPW slot is 100 μm. The interdigital capacitor will consist of 10 fingers, having the length equal to 1 mm and the width equal to 10 μm. Moreover, the gap between the fingers is equal to 10 μm.

The numerical results for the design coupler were obtained with IE3D – Zeland software and are presented in the next section.

The circuit was manufactured by means of a standard photolithographic process. A 500 Å Cr layer followed by 0.6 μm Au layer were evaporated onto the entire surface of the 1 μm SiO2 layer that covers the silicon wafer. After that, the metallization pattern was defined by a usual step of wet etching. A detail of the obtained circuit is shown in Fig.7 (Simion et al., 2008-a).

![Fig. 7. Microscope photo of the fabricated coupler. Detail for the interdigital capacitors and the CPW stubs area.](image)

### 3.2. Experimental characterization method and results

The fabricated coupler was experimentally characterized using a two-port vector network analyzer and an on-wafer probe heads station. In order to characterize a coupler which is a four-port circuit by using a two-port network analyzer, a similar method as proposed in (Tippet & Speciale, 1982), was employed (Simion et al., 2008-b).

For a coupler, the number of measurement sets is given by the possible combinations of two-port measurements, \( C^2_n = \frac{n!}{2!(n-2)!} \), which is equal to 6, if the number of ports is \( n = 4 \). So, the proposed method involves 6 measurement sets, performed on the coupler for each frequency. Following these two-port measurements, 6 scattering matrixes, \( S_{i-j} \), are obtained, where \( i \) and \( j \) are the port number (see Fig.5 (a)): \( S_{1-2}, S_{1-3}, S_{1-4}, S_{2-3}, \ldots \)
S_{2-4} and S_{3-4}. The scattering matrices S_{i-j} must be re-normalized to the impedance corresponding to the loads connected to the each port, obtaining 6 scattering parameter matrices, S'_{i-j}, according to the formula:

\[ S'_{i-j} = (I_2 - \Gamma_{i-j})^{-1} \cdot (S_{i-j} - \Gamma_{i-j}) \cdot (I_2 - \Gamma_{i-j} \cdot S_{i-j})^{-1} \cdot (I_2 - \Gamma_{i-j}) \]  

(23)

where \( \Gamma_{i-j} = \begin{bmatrix} \Gamma_i & 0 \\ 0 & \Gamma_j \end{bmatrix} \), \( \Gamma_i \) and \( \Gamma_j \) are the reflection coefficients of the ports i and j, computed for the case when these ports are open-ended (the reference impedance being 50 Ω) and \( I_2 \) is the unity matrix of order two. Because each port is open, the load impedances or the reflection coefficients at the four ports are not known before. Therefore, first of all, the reflection coefficients of the all four ports, \( \Gamma_1, \ldots, \Gamma_4 \) must be computed. Theoretically, these reflection coefficients are equal to 1, but these values must be known more accurately. The reflection coefficients were computed by solving the following equation system:

\[
\begin{align*}
S'_{1-2}[1,1] &= S'_{1-3}[1,1] \\
S'_{1-2}[1,1] &= S'_{1-4}[1,1] \\
S'_{1-2}[2,2] &= S'_{2-3}[1,1] \\
S'_{1-2}[2,2] &= S'_{2-4}[1,1]
\end{align*}
\]  

(24)

where \( S'_{i-j}[1,1] \) is the element of the \( S'_{i-j} \) matrix from the first row and the first column, while \( S'_{i-j}[2,2] \) is the element of the \( S'_{i-j} \) matrix from the second row and the second column.

It may be shown that imposing in (24) the conditions: \( S'_{1-4}[2,2] = S'_{3-4}[2,2] \), \( S'_{2-4}[2,2] = S'_{3-4}[2,2] \), \( S'_{3-4}[1,1] = S'_{2-3}[2,2] \) and \( S'_{3-4}[1,1] = S'_{1-3}[2,2] \) are also fulfilled.

In (24), the analytical expressions for \( S'_{i-j}[1,1] \) and \( S'_{i-j}[2,2] \) were developed from (23), obtaining the following formulas:
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The scattering matrixes $S_{i-j}$ must be re-normalized to the impedance corresponding to the loads connected to each port, obtaining $6$ scattering parameter matrixes $\tilde{S}_{i-j}$ according to the formula:

$$\tilde{S}_{i-j} = \left( S_{i-j} - \Gamma_i \right) \cdot \left( I - S_{i-j} \cdot \Gamma_j \right) + S_{i-j} \cdot \left( I - S_{i-j} \cdot \Gamma_i \right)$$

where:

$$A = \left( S_{i-j} - \Gamma_i \right) \cdot \left( I - S_{i-j} \cdot \Gamma_j \right) + S_{i-j} \cdot \left( I - S_{i-j} \cdot \Gamma_i \right)$$

$$C = \left( S_{i-j} - \Gamma_j \right) \cdot \left( I - S_{i-j} \cdot \Gamma_i \right) + S_{i-j} \cdot \left( I - S_{i-j} \cdot \Gamma_j \right)$$

and

$$B = \left( I - S_{i-j} \cdot \Gamma_i \right) \cdot \left( I - S_{i-j} \cdot \Gamma_j \right) - S_{i-j} \cdot \left( I - S_{i-j} \cdot \Gamma_i \right) \cdot \left( I - S_{i-j} \cdot \Gamma_j \right)$$

By using (25), the equation system (24) has been solved using the MATHCAD software, obtaining the reflection coefficients $\Gamma_1, \ldots, \Gamma_4$. Therefore, the all 6 matrixes $\tilde{S}_{i-j}$ were obtained numerically with (23), so, the four port matrix of the coupler having the all ports open-ended was written as follows:

$$\tilde{S} = \begin{bmatrix}
S_{1-2}^{1,1} & S_{1-2}^{1,2} & S_{1-3}^{1,2} & S_{1-4}^{1,2} \\
S_{1-2}^{2,1} & S_{1-2}^{2,2} & S_{2-3}^{2,2} & S_{2-4}^{2,2} \\
S_{1-3}^{2,1} & S_{2-3}^{2,1} & S_{1-3}^{2,2} & S_{3-4}^{2,2} \\
S_{1-4}^{2,1} & S_{2-4}^{2,1} & S_{3-4}^{2,1} & S_{1-4}^{2,2}
\end{bmatrix}$$

Finally, the scattering matrix of the coupler is re-normalized from the load impedances corresponding to the open ports, to 50 $\Omega$, using the formula:

$$S = \left( I_4 - \Gamma \right)^{-1} \cdot \tilde{S} \cdot \left( I_4 - \Gamma \right)^{-1} \cdot \left( I_4 - \Gamma \right)$$

where $I_4$ is the unity matrix of order four and $\Gamma = I_4 - \Gamma_4$

Using the experimental method proposed above, the coupler has been experimentally characterized (Simion et al., 2008-b).

For the measurements performed on the circuit, a network analyzer (HP 8510C) and onwafer probe heads station (Karl Süss PM5) have been used. These results are presented in Fig. 8 (a), for the magnitude of the scattering parameters S11, S21, S31 and S41. The simulated magnitudes of the scattering parameters S11, S21, S31 and S41 for the test circuit
are shown in Fig. 8 (b). Fig. 8(c) shows the simulated and the experimental results for the phase difference between the coupled port and the through port.

By analyzing Figs. 8 (a, b) for the frequency bandwidth of 10 – 12 GHz, the experimental coupling is 5 dB ± 1dB, being in good agreement with the simulated results. The experimental input return-loss and isolation are better than 20dB for the same frequency bandwidth, a good agreement between simulated and experimental results being also observed. In Fig. 8 (c), the experimental phase is 80 – 100 deg., for frequencies between 10.25 – 11.5 GHz, the simulated results being close to the experimental ones.

![Fig. 8. (a) Experimental magnitudes of the scattering parameters, for the coupler. (b) Simulated magnitudes of the scattering parameters, for the coupler. (c) Simulated and experimental phase difference between the coupled port and the through port of the coupler.](image)

### 4. CRLH Based Silicon Supported Microwave Resonating Antenna

#### 4.1. Antenna design and layout

The antenna consists of an open-ended array of CRLH cascaded cells, each one having a T - circuit topology. Each cell consists of two series connected CPW interdigital capacitors and two parallel connected short-ended CPW transmission lines. The equivalent circuit of the CRLH cell is presented in Fig.9, where $2C_L$ and $L_R/2$ are the equivalent capacitance and the equivalent inductance of the series capacitor, while $C_R$ and $L_L$ are the equivalent parallel capacitance and the equivalent parallel inductance, respectively, of the two CPW transmission lines.

The parallel capacitance $C_R$ includes the equivalent capacitance of the short-ended CPWs and the equivalent parallel capacitance of the interdigital capacitors.
Using CPW transmission lines, the circuit area could be much smaller comparing to the case when microstrip lines are used, because no large patch area is needed in order to obtain a virtual-ground capacitance used to connect the inductance $L_L$ to the ground.

![Equivalent circuit of the CRLH cell](image)

Fig. 9. Equivalent circuit of the CRLH cell used for the antenna design.

For an open-ended CRLH antenna, the zeroth-order resonance occurs at the frequency:

$$f_{sh} = \frac{1}{2\pi\sqrt{L_L C_R}}$$

which is the parallel resonance due to the two CPW short-ended transmission lines.

Also, there are resonance frequencies corresponding to the right-hand (RH) and the left-hand (LH) CRLH behavior (Caloz & Itoh, 2006). For the operating frequency of the zeroth-order antenna, $f_{sh}$, $\beta = 0$ where $\beta$ is the equivalent phase constant of the CRLH cell, this frequency being the highest one for the LH frequency range.

In order to design the CRLH cell, the following formulas must also be used:

$$f_L = \frac{1}{4\pi\sqrt{L_L C_L}}; \quad f_R = \frac{1}{\pi\sqrt{L_R C_R}}; \quad f_{se} = \frac{1}{2\pi\sqrt{L_R C_L}}; \quad Z_C = \sqrt{\frac{L_L}{C_L}}$$ (27) – (30)

where $f_L$ and $f_R$ are the cutoff frequencies for the LH and RH modes respectively, $f_{se}$ is the series resonance of the interdigital capacitor and $Z_C$ is the LH characteristic impedance. The frequency range for the LH mode extends from $f_L$ to $f_{sh}$, while the frequency range for RH mode extends from $f_{se}$ to $f_R$. The condition to be fulfilled for these frequencies is $f_R > f_{se} > f_{sh} > f_L$.

The starting point in designing the capacitor was to consider the 10 µm width of a metallic line, the length of the capacitor fingers of 0.5 mm (much smaller comparing to the operating wavelengths) and the resonance frequency $f_{sh} = 14$ GHz (Simion et al., 2007-a). The preliminary values for the elements of the CRLH equivalent circuit (see Fig.9) have been computed using (26) – (30), for $Z_C = 50$ Ω and the CPW characteristic impedance equal to 60 Ω in order to minimize the losses. After that, the layout of an elementary CRLH cell was designed and optimized. Finally, for the layout of a CRLH cell, the following results were obtained: CPWs length – 1.5 mm; CPWs central conductor width – 100 µm; width of the
CPWs slot – 100 µm; length of the interdigital capacitor at the end of the antenna – 1 mm; length of the internal interdigital capacitor – 0.5 mm; width of the metallic finger of the interdigital capacitor – 10 µm; space between two fingers of the interdigital capacitor – 10 µm; space between the interdigital capacitor and the ground planes of the CPW structure – 100 µm and the number of the metallic fingers of the interdigital capacitor – 10.

For this layout, the elements of the CRLH equivalent circuit were computed, obtaining (see Fig.9): \( L_L = 0.55 \text{ nH} \), \( C_L = 0.18 \text{ pF} \), \( L_R = 0.3 \text{ nH} \) and \( C_R = 0.23 \text{ pF} \), corresponding to \( f_L = 8 \text{ GHz} \), \( f_{sh} = 14 \text{ GHz} \), \( f_{se} = 22 \text{ GHz} \) and \( f_R = 38 \text{ GHz} \).

The zeroth-order resonating antenna consists of three identical CRLH cells as it is shown in Fig.10. Each cell has the geometrical dimensions previously given. A CPW line of 4.5 mm length was used to connect the device to the measuring system.

In Fig.11 (a) and (b) the simulated parameters of the antenna – return-loss and radiation pattern – are presented.

It may be seen from Fig.11 (a) that the return-loss is close to 20 dB at 14.34 GHz which is the zeroth-order resonance frequency. Another resonance at 15.2 GHz corresponds to the series resonance of the first and the last interdigital capacitors which are longer compared to the
internal ones. The antenna gain – see Fig.11 (b) – is around 7.5 dBi at the zeroth-order resonance frequency.

4.2 Antenna technological realization and experimental results

The technological process for antenna fabrication was the same as for the coupler previously presented – see section 3. The microscope photo of the antenna active area is shown in Fig.12(a). The area occupied by the antenna is $3.9 \times 3.4$ mm$^2$, showing a size reduction of approx. 30%, in comparison to a $\lambda/2$ patch antenna. The measurements of antenna return losses were performed using a network analyzer and an on-wafer probe heads station. In order to measure the antenna gain and pattern of the radiating beam, a mechanical system involving two antennas was prepared. Each antenna was mounted on a SMA connector test fixture, as it is shown in Fig.12(b).

Fig. 12. (a) Microscope photo of the active part of the obtained antenna; (b) Antenna mounted on a SMA test fixture for the gain and radiation pattern measurements

Fig.13 (a) shows the measured return-loss of the CPW CRLH resonating antenna and Fig.13 (b) presents the simulated and measured E - plane radiation pattern for the CPW CRLH resonating antenna. It can be observed, that the resonance frequency and the return-loss at this frequency are quite the same as they were predicted by simulation. The errors are less than 0.2% for the resonance frequency and around 2 dB for the return-loss.
For the gain measurement, the two antenna method and the Friis formula, (Balanis, 1997), were used. The distance between the two antennas was $6\times\lambda$ and the magnitude of $S_{21}$ at the resonance frequency was measured for this antenna system. Following this procedure, the measured value for the antenna gain was 6.4 dBi meaning a ~1dB difference from the simulated value.

5. Frequency Tuning of a CPW CRLH Antenna on Magnetically Biased Ferrite Substrate

5.1 CRLH antenna on magnetically biased ferrite substrate

The substrate used was a polycrystalline ferrite having the saturation magnetization $M_s = 550 \text{ Gs}$, permittivity $\varepsilon = 13.5$, resonance linewidth $\Delta H = 16.8 \text{ kA/m}$. The thickness of the ferrite substrate was 0.5 mm and the surface to be metallized was mirror polished. The antenna layout was designed for an external applied field $H_{\text{appl}} = 0 \text{ T}$, namely, for the ferrite substrate in unmagnetized state, using the same method as presented in Section 4.

If a dc biasing magnetic field ($H_{\text{appl}}$) is applied normally to the ferrite substrate, the permeability changes its values from the unpolarized state. For the biasing magnetic field varying from $H_{\text{appl}} = 0 \text{ T}$ to $H_{\text{appl}} = 0.26 \text{ T}$ the effective permeability ($\mu_{\text{eff}}$) of the chosen ferrite substrate varies from $\mu_{\text{eff}} \approx 1$ to $\mu_{\text{eff}} = 0.921$ respectively, as it is shown in Fig.14. The computation was done (Lax & Button, 1962) for a frequency $f = 13 \text{ GHz}$.

![Fig. 14. Effective permeability vs. applied magnetic field](image)

The calculated values of $S_{11}$ vs. frequency for the effective permeability values are shown in the graphs in Fig.15 (a)…(d). It must be noted that for this domain of the applied field the antenna structure works under the gyromagnetic resonance.

The simulation of the antenna return-loss vs. frequency was carried out for four values of $\mu_{\text{eff}}$ in the above range, corresponding to four intensities of the biasing magnetic field. The maximum value of the return-loss and the frequency for each value of the intensity of the magnetic biasing field are specified in Table 1.
For the gain measurement, the two antenna method and the Friis formula, (Balanis, 1997), were used. The distance between the two antennas was $6 \times \lambda$ and the magnitude of $S_{21}$ at the resonance frequency was measured for this antenna system. Following this procedure, the measured value for the antenna gain was 6.4 dBi meaning a ~1dB difference from the simulated value.

5. Frequency Tuning of a CPW CRLH Antenna on Magnetically Biased Ferrite Substrate

5.1 CRLH antenna on magnetically biased ferrite substrate

The substrate used was a polycrystalline ferrite having the saturation magnetization $M_s = 550$ Gs, permittivity $\varepsilon = 13.5$, resonance linewidth $\Delta H = 16.8$ kA/m. The thickness of the ferrite substrate was 0.5 mm and the surface to be metallized was mirror polished. The antenna layout was designed for an external applied field $H_{appl} = 0$ T, namely, for the ferrite substrate in unmagnetized state, using the same method as presented in Section 4. If a dc biasing magnetic field ($H_{appl}$) is applied normally to the ferrite substrate, the permeability changes its values from the unpolarized state. For the biasing magnetic field varying from $H_{appl} = 0$ T to $H_{appl} = 0.26$ T the effective permeability ($\mu_{eff}$) of the chosen ferrite substrate varies from $\mu_{eff} \approx 1$ to $\mu_{eff} = 0.921$ respectively, as it is shown in Fig.14. The computation was done (Lax & Button, 1962) for a frequency $f = 13$ GHz.

The simulation of the antenna return-loss vs. frequency was carried out for four values of $\mu_{eff}$ in the above range, corresponding to four intensities of the biasing magnetic field. The maximum value of the return-loss and the frequency for each value of the intensity of the magnetic biasing field are specified in Table 1.

<table>
<thead>
<tr>
<th>Applied magnetic field (T)</th>
<th>Effective permeability ($\mu_{eff}$)</th>
<th>Resonance frequency (GHz)</th>
<th>Return losses (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>12.88</td>
<td>-28.00</td>
</tr>
<tr>
<td>0.055</td>
<td>0.986</td>
<td>12.96</td>
<td>-20.26</td>
</tr>
<tr>
<td>0.18</td>
<td>0.951</td>
<td>13.20</td>
<td>-22.30</td>
</tr>
<tr>
<td>0.26</td>
<td>0.921</td>
<td>13.41</td>
<td>-17.70</td>
</tr>
</tbody>
</table>

Table 1. Computed antenna operating frequency and the corresponding return losses, when the ferrite substrate is magnetically polarized

The calculated values of $S_{11}$ vs. frequency for the effective permeability values are shown in the graphs in Fig.15 (a)...(d). It must be noted that for this domain of the applied field the antenna structure works under the gyromagnetic resonance.

Fig.15 (a) – (d). Simulated return-loss for the CPW CRLH resonating antenna for four values of the biasing magnetic field.

It must be observed that the zeroth-order resonance frequency calculated in the absence of the magnetic biasing field was found as 12.88 GHz with a return losses level of 28 dB – see Fig.15 (a). There is another parasitic resonance at 13.9 GHz corresponding to the series resonance of the first interdigital capacitors. When the biasing magnetic field is applied, the calculated frequency for the antenna structures ranges from 12.88 GHz for $H_{appl} = 0$ to 13.41 GHz for $H_{appl} = 0.26$ T. Also, the calculated reflection losses changes from 28 dB at
H_{appl} = 0 \, \text{to}\, \approx 17.7 \, \text{dB for} \, H_{appl} = 0.26 \, \text{T}. Therefore a very good impedance matching is obtained for the operating frequency range.

5.2 Experimental results

The technological process for manufacturing the antenna was the same as for the coupler (see section 3).

The individual antenna structures obtained by cutting the ferrite wafer were mounted on suitable test fixtures – see Fig.16 (a) – in a measurement system able to measure microwave frequency and reflection losses while applying a biasing static magnetic field normally on the ferrite antenna substrate – see Fig.16 (b). In Fig.16 (b) number 1 denotes the antenna structure mounted on a test fixture, 2 denotes polar pieces of the electromagnet, the superior one being movable and 3 is the Hall sensor of a tesla-meter.

The experimental results concerning the measured resonating frequencies and return losses (RL) of two antenna structures, are shown in Table 2 and in Fig.17 (a) - (b).

<table>
<thead>
<tr>
<th>H_{appl} (T)</th>
<th>Antenna structure 1</th>
<th>Antenna structure 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq. (GHz)</td>
<td>RL (-db)</td>
</tr>
<tr>
<td>0</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.02</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.04</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.055</td>
<td>13.35</td>
<td>26</td>
</tr>
<tr>
<td>0.06</td>
<td>13.35</td>
<td>26</td>
</tr>
<tr>
<td>0.07</td>
<td>13.35</td>
<td>27</td>
</tr>
<tr>
<td>0.08</td>
<td>13.38</td>
<td>27</td>
</tr>
<tr>
<td>0.10</td>
<td>13.4</td>
<td>27</td>
</tr>
<tr>
<td>0.12</td>
<td>13.41</td>
<td>28</td>
</tr>
<tr>
<td>0.14</td>
<td>13.44</td>
<td>26</td>
</tr>
<tr>
<td>0.16</td>
<td>13.49</td>
<td>26</td>
</tr>
<tr>
<td>0.18</td>
<td>13.51</td>
<td>24</td>
</tr>
<tr>
<td>0.20</td>
<td>13.58</td>
<td>22</td>
</tr>
<tr>
<td>0.22</td>
<td>13.63</td>
<td>21</td>
</tr>
<tr>
<td>0.24</td>
<td>13.70</td>
<td>20</td>
</tr>
<tr>
<td>0.26</td>
<td>13.8</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 2. The experimentally obtained resonating frequencies and return losses of the measured antennas vs. magnetic biasing field.
Happl = 0 to approx. 17.7 dB for Happl = 0.26 T. Therefore a very good impedance matching is obtained for the operating frequency range.

5.2 Experimental results
The technological process for manufacturing the antenna was the same as for the coupler (see section 3). The individual antenna structures obtained by cutting the ferrite wafer were mounted on suitable test fixtures – see Fig. 16 (a) – in a measurement system able to measure microwave frequency and reflection losses while applying a biasing static magnetic field normally on the ferrite antenna substrate – see Fig. 16 (b). In Fig. 16 (b) number 1 denotes the antenna structure mounted on a test fixture, 2 denotes polar pieces of the electromagnet, the superior one being movable and 3 is the Hall sensor of a tesla-meter.

The experimental results concerning the measured resonating frequencies and return losses (RL) of two antenna structures, are shown in Table 2 and in Fig. 17 (a) - (b).

<table>
<thead>
<tr>
<th>Happl (T)</th>
<th>Antenna structure 1</th>
<th>Antenna structure 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq. (GHz)</td>
<td>RL (-dB)</td>
</tr>
<tr>
<td>0</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.02</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.04</td>
<td>13.35</td>
<td>25</td>
</tr>
<tr>
<td>0.055</td>
<td>13.35</td>
<td>26</td>
</tr>
<tr>
<td>0.06</td>
<td>13.35</td>
<td>26</td>
</tr>
<tr>
<td>0.07</td>
<td>13.35</td>
<td>27</td>
</tr>
<tr>
<td>0.08</td>
<td>13.38</td>
<td>27</td>
</tr>
<tr>
<td>0.10</td>
<td>13.40</td>
<td>27</td>
</tr>
<tr>
<td>0.12</td>
<td>13.41</td>
<td>28</td>
</tr>
<tr>
<td>0.14</td>
<td>13.44</td>
<td>26</td>
</tr>
<tr>
<td>0.16</td>
<td>13.49</td>
<td>26</td>
</tr>
<tr>
<td>0.18</td>
<td>13.51</td>
<td>24</td>
</tr>
<tr>
<td>0.20</td>
<td>13.58</td>
<td>22</td>
</tr>
<tr>
<td>0.22</td>
<td>13.63</td>
<td>21</td>
</tr>
<tr>
<td>0.24</td>
<td>13.70</td>
<td>20</td>
</tr>
<tr>
<td>0.26</td>
<td>13.80</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 2. The experimentally obtained resonating frequencies and return losses of the measured antennas vs. magnetic biasing field.

It can be observed that for a magnetic biasing field less than 0.55 T, the resonating frequencies of the two antennas were 13.57 GHz and 13.35 GHz, respectively, slightly higher than the simulated results (see Table 1). This difference between the calculated and measured resonance frequency at low Happl is due to some technological limitations in obtaining the exact geometry size of each antenna structure.
If the applied magnetic field remains under the value of the saturation magnetization, (550 Gs), the working frequencies almost maintain their initial values. At higher values of $H_{\text{appl}}$, the resonance frequencies of the antennas tend to increase, as it may be seen in Table 2 and in Fig.17(a). The total measured frequency shift was 400 MHz for the first antenna structure and 450 MHz for the second one, when the biasing magnetic field varied from $H_{\text{appl}} = 0$ to $H_{\text{appl}} = 0.26$ T. This frequency shift fits very well with the calculated values (see Table 1).

![Graph showing return losses vs. applied magnetic field](image)

Fig. 17. (b) Return losses vs. applied magnetic field.

The measured return losses of the two antenna structures are presented in Fig.17 (b). It is observed that the experimental values for the return loss and the simulated values given in Table 1 are in very good agreement.

### 6. Conclusion

The chapter presents applications of CRLH structures, including a directional coupler and a resonating antenna both fabricated on silicon substrate, in order to facilitate the future device integration in a more complex monolithic integrated circuit. Also, a resonating antenna on magnetically polarized ferrite has been fabricated and experimentally tested. CPWs were used for all these devices and a full-wave electromagnetic analysis software (IE3D – Zeland) was used for the design methods.

The experimental coupling of the coupler is $5 \text{ dB} \pm 1 \text{dB}$, for a frequency bandwidth of $10 - 12 \text{ GHz}$. Also, the experimental input return-loss and isolation are better than $20 \text{ dB}$ for the same frequency bandwidth, a good agreement between simulated and experimental results being also observed. The phase difference between the ports 2 and 3 is $90^\circ \pm 10^\circ$, for a frequency bandwidth from 10.5 GHz to 12.25 GHz. All these experimental results are in good agreement with the expected ones obtained by simulation.
The experimental operating frequency and the return-loss of the antenna fabricated on silicon substrate is ~14.5GHz and ~20dB, showing a good agreement in comparison to the simulation results (errors less than 0.2% for the resonance frequency and around 2 dB for the return-loss on the resonance frequency). Also, the experimental results for the gain and for the radiation pattern show a good agreement compared to the simulation results (for the gain, the error is around 1 dB).

Concerning the ferrite supported antenna, the experimental data shows a frequency shift of 400 MHz for one of the antenna structures and 450 MHz for the other one, due to the variation of the effective permeability of the ferrite substrate. This work demonstrates the possibility to tune a CRLH antenna made on a ferrite substrate by varying the biasing magnetic field. For this type of antenna, again, the experimental results are very close to the simulation results.
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Moumita Mukherjee
Centre of MM-Wave Semiconductor Devices & Systems (CMSDS), Centre of Advanced Study in Radio Physics & Electronics, University of Calcutta, INDIA

1. Introduction

Avalanche Transit Time (ATT) Diodes which include IMPATTs, TRAPATTs, BARITTs and so on are potential solid-state sources for Microwave power. Among these devices, IMPATTs are by far the most important in view of their frequency range and power output and show great promise of increasing application in the twenty first century. During the initial phases of development of IMPATT devices in the late sixties and early seventies, Ge (Germanium) and Si (Silicon) were mainly used as semiconducting materials for IMPATT fabrication. In view of their low power capability, Ge IMPATTs have now become obsolete. In the seventies the rapid development of Si technology has made possible the emergence of Si SDR and DDR IMPATTs which can provide power at microwave and MM-wave frequency bands. GaAs (Gallium Arsenide) also emerged as a highly suitable material for fabricating IMPATT diodes in the lower microwave frequency range. Now-a-days IMPATT devices are used in microwave and MM-wave digital and analog communication systems, high power RADARs, missile seekers, and in many other defence systems.

In recent years, the development of sources for Terahertz frequency regime are being extensively explored worldwide, for applications in short-range terrestrial and airborne communications, spectroscopy, imaging, space-based communications and atmospheric sensing. To meet the rising demand of high-power, high-frequency solid-state sources, extensive research is being carried out for development of high-power IMPATT devices in MM-wave and Terahertz regime. The material parameters responsible for heat generation and dissipation in IMPATT diodes play a vital role in limiting the output power of conventional Si and GaAs IMPATT diodes at a particular frequency. Among several approaches for realizing high-power, high-frequency IMPATT sources, one option is to develop IMPATT devices based on Wide-Band-Gap (WBG) semiconductors (e.g. SiC and GaN) having high critical electric field ($E_c$), high carrier saturation velocity ($v_s$) as well as high thermal conductivity ($K$) (Table 1) [Trew et al.], since RF power output from an
IMPATT is proportional to $E_c^2 v_s^2$. Moreover, high value of $K$ is essential to ensure good thermal stability for high-power operation of the devices. All these intrinsic material parameters of WBG semiconductors are favorable for realizing smaller transit time, an essential criterion for developing THz devices. The expected excellent performances of WBG devices can also be expressed by figures of merit (FOM).

<table>
<thead>
<tr>
<th>Semiconductor</th>
<th>Si</th>
<th>GaAs</th>
<th>6H-SiC</th>
<th>4H-SiC</th>
<th>3C-SiC</th>
<th>WZ-GaN</th>
<th>ZB-GaN</th>
<th>InP</th>
<th>Diamond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandgap $(E_g)$ (eV)</td>
<td>1.12</td>
<td>1.43</td>
<td>3.03</td>
<td>3.26</td>
<td>2.2</td>
<td>3.45</td>
<td>3.28</td>
<td>1.35</td>
<td>5.45</td>
</tr>
<tr>
<td>Critical Electric Breakdown field $(E_C)$ $(10^5$ V.m$^{-1}$)</td>
<td>3.0</td>
<td>4.0</td>
<td>25.0 (</td>
<td></td>
<td>to c-axis)</td>
<td>22.0 (</td>
<td></td>
<td>to c-axis)</td>
<td>21.2</td>
</tr>
<tr>
<td>Relative dielectric constant $(\varepsilon_r)$</td>
<td>11.9</td>
<td>13.1</td>
<td>9.66</td>
<td>9.7</td>
<td>9.7</td>
<td>8.9</td>
<td>9.7</td>
<td>12.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Electron mobility $(\mu_e)$ $(m^2 V^{-1}s^{-1})$</td>
<td>0.15</td>
<td>0.85</td>
<td>0.04 (</td>
<td></td>
<td>to c-axis)</td>
<td>0.10 (both</td>
<td></td>
<td>and \perp to c-axis)</td>
<td>0.075</td>
</tr>
<tr>
<td>Hole mobility $(\mu_h)$ $(m^2 V^{-1}s^{-1})$</td>
<td>0.06</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.004</td>
<td>0.085</td>
<td>0.035</td>
<td>0.02</td>
<td>0.085</td>
</tr>
<tr>
<td>Saturated carrier drift velocity $(v_s)$ $(10^5$ ms$^{-1}$)</td>
<td>1.0</td>
<td>1.2</td>
<td>2.0</td>
<td>2.0</td>
<td>2.2</td>
<td>2.5</td>
<td>2.0</td>
<td>2.2</td>
<td>2.7</td>
</tr>
<tr>
<td>Thermal Conductivity $(K)$ $(Wm^{-1} K^{-1})$</td>
<td>150.0</td>
<td>46.0</td>
<td>490.0</td>
<td>490.0</td>
<td>320.0</td>
<td>225.0</td>
<td>130.0</td>
<td>69.0</td>
<td>2200.0</td>
</tr>
</tbody>
</table>

Table 1. Material properties of Si, GaAs, InP and important Wide Bandgap semiconductors.

The Baliga FOM is important for evaluation of high frequency application and Johnson’s FOM considers the high-frequency and high-power capability of devices. Taking Baliga and Johnson’s FOM for Si as unity, the Baliga and Johnson’s FOM for GaAs are 11.0 and 7.1, respectively, while those for WBG semiconductor SiC are 29.0 and 278 and those for GaN are 77.8 and 756. Hence, SiC and GaN are found to be superior to both conventional Si and GaAs for high-frequency and high-power operation. Thus, in a bid to find single small-sized MM-wave and THz power sources, it is interesting to study the prospects of WBG semiconductor based IMPATT diodes.
In this Chapter, the DC and high-frequency characteristics of SiC and GaN based IMPATT devices at MM-wave and THz region will be presented first. This will be followed by the photo-sensitivity and experimental feasibility studies of the new-class of IMPATT devices.

2. IMPATT diode: brief history of development.

IMPATT is an acronym of IMPact ionization Avalanche Transit Time, which reflects the mechanism of its operation. In its simplest form, an IMPATT is a p-n junction diode reversed biased to breakdown, in which an avalanche of electron-hole pair is produced in the high-field region of the device depletion layer by ‘impact ionization’. The transit of the carriers through the depletion layer leads to generation of microwave and MM-waves when the device is tuned in a suitable microwave and MM-wave cavity. These diodes exhibit negative resistance at microwave and MM-wave frequencies due to two electronic delays, viz., (i) ‘avalanche build-up delay’ due to ‘impact ionization’ leading to avalanche multiplication of charge carriers and (ii) ‘transit time delay’ due to the saturation of drift velocity of charge carriers moving under the influence of a high electric field.

The working principles of the device were first described by Read in 1958. However, the idea of obtaining a negative resistance from a reversed biased p-n junction dates back to an earlier paper (1954) by Shockley, in which he showed that when an electron bunch from a forward biased cathode is injected into the depletion layer of a reversed biased p-n junction a ‘transit time negative resistance’ is produced as the electrons drift across the high field region. The negative resistance from such early devices was found to be small and microwave power output was low. Read showed that an improved negative resistance is obtained when impact ionization is used to inject the electrons. He showed that the properties of charge carriers in a semiconductor i.e. (i) avalanche multiplication by impact ionization and (ii) transit time delay of charge carriers due to saturation of drift velocity at high electric fields, could be suitably combined in a reverse-biased p-n junction to produce a microwave negative resistance. By exploiting the time delay required to build up an avalanche discharge by impact ionization, coupled with Shockley’s transit time delay, he showed that efficient microwave oscillation could be realized in his proposed p⁺n i n⁺ diode. However, due to the complicated nature of the Read structure, it was not until 1965 that the first experimental Read diode was fabricated. In the early 1965 Johnston et al., from Bell Laboratories, first made a successful experimental observation of microwave oscillations from a simple Si p-n junction diode. This study showed that the complicated Read structure was not essential required for generating microwave oscillations. On the basis of a small-signal analysis, T. Misawa showed that negative resistance would occur in a reverse biased p-n junction of any arbitrary doping profile. Since then, rapid advances have been made towards further development of various IMPATT structures, fabrication techniques as well as optimum circuit design for IMPATT oscillators and amplifiers. The frequency range of IMPATT devices can be pushed easily to MM and sub-MM wave ranges at which comparable amount of RF power generation is hardly possible by other two-terminal solid-state devices.
3. IMPATT structures and doping profiles

The typical doping profile of a Read diode makes its realization very difficult in practice. There are several other structures with simpler doping profiles which also exhibit microwave negative resistance due to IMPATT action. In practically realizable structures, the avalanche region is not very thin as was in case of Read diode and also there is no distinct demarcation between avalanche and drift regions. Single Drift Region (SDR) and Double Drift Region (DDR) IMPATTs are now commonly used belong to this category.

Single drift IMPATT (SDR) structure is based on a one-sided abrupt p-n junction of the form p+ n n+ or n+ p p+. These diodes have a single avalanche zone of finite width located at one end of the depletion layer near the junction followed by a single drift region. The doping profile at the junction and at the interface of substrate and epitaxy are approximated by use of appropriate exponential and error function. The schematic doping profile of a typical SDR diode is shown in Figure 1. Conventional SDR diodes are fabricated with Si and GaAs as base semiconductor material. SDR p+ n n+ IMPATT structure is better than n+ p p+ structure because technology of n+ substrate is more advanced and better understood than p+ substrate. Further, the extent of the undepleted region between the edge of the depletion region and interface of epitaxy and substrate (un-swept epitaxy), which contributes positive series resistance and thereby dissipates microwave power, is smaller in p+ n n+ structure than complimentary n+ p p+ structure, since, compared to hole mobility, mobility of electrons in most of the semiconductors are much larger owing to its lower effective mass. The fabrication of GaAs and InP SDR IMPATTs has been mostly reported with p+ n n+ structure because of the advantages of better avalanche characteristics, lower loss due to un-swept epitaxy and advanced n+ substrate technology.

Double Drift IMPATT diode is another type of structure. A DDR diode is basically a p+ p n n+ (or its complementary) multilayer structure usually with a symmetrical step junction. A typical flat profile DDR along with its schematic doping profile and E(x) profile are shown in Figure 2. The E(x) profile is characterized by a centrally located high field (> 10^7 Vm^-1) around the metallurgical junction along with two low field drift regions, for electrons and holes, on either side. The holes generated in the avalanche region drift through the drift region on the p-side while the generated electrons drift through the drift region on the n-side. In comparison to the SDR structure, in case of the DDR structure contribution to microwave power comes from the two drift regions. The second drift region in the DDR diode, improves the efficiency, RF power density and impedance per unit area. The impedance of an IMPATT diode can be approximated by a simple equivalent circuit which consists of a series combination of negative resistance (R_D) and reactance (X_D). In the oscillating frequency range, the magnitude of R_D < X_D, and thus the device reactance is approximately that of the capacitance formed by the depletion layer of the device. The impedance level of a DDR diode is high as compared to that of the SDR diode. Several workers have previously suggested that the efficiency and RF power output of SDR or DDR diodes can be enhanced by modifying the epi-layer doping profile. The introduction of an impurity bump i.e. the region of high doping density, considerably improves the device efficiency. Impurity bumps can be suitably introduced in the depletion region by Molecular Beam Epitaxy (MBE) or by ion implantation to produce high-efficiency IMPATT diodes.
The typical doping profile of a Read diode makes its realization very difficult in practice. There are several other structures with simpler doping profiles which also exhibits microwave negative resistance due to IMPATT action. In practically realizable structures, the avalanche region is not very thin as was in case of Read diode and also there is no distinct demarcation between avalanche and drift regions. Single Drift Region (SDR) and Double Drift Region (DDR) IMPATTs are now commonly used belong to this category.

Single drift IMPATT (SDR) structure is based on a one-sided abrupt p-n junction of the form p⁺ n n⁺ or n⁺ p p⁺. These diodes have a single avalanche zone of finite width located at one end of the depletion layer near the junction followed by a single drift region. The doping profile at the junction and at the interface of substrate and epitaxy are approximated by use of appropriate exponential and error function. The schematic doping profile of a typical SDR diode is shown in Figure 1. Conventional SDR diodes are fabricated with Si and GaAs as base semiconductor material. SDR p⁺ n n⁺ IMPATT structure is better than n⁺ p p⁺ structure because technology of n⁺ substrate is more advanced and better understood than p⁺ substrate. Further, the extent of the un-depleted region between the edge of the depletion region and interface of epitaxy and substrate (un-swept epitaxy), which contributes positive series resistance and thereby dissipates microwave power, is smaller in p⁺ n n⁺ structure than complimentary n⁺ p p⁺ structure, since, compared to hole mobility, mobility of electrons in most of the semiconductors are much larger owing to its lower effective mass. The fabrication of GaAs and InP SDR IMPATTs has been mostly reported with p⁺ n n⁺ structure because of the advantages of better avalanche characteristics, lower loss due to un-swept epitaxy and advanced n⁺ substrate technology.

Double Drift IMPATT diode is another type of structure. A DDR diode is basically a p⁺ p n n⁺ (or its complementary) multilayer structure usually with a symmetrical step junction. A typical flat profile DDR along with its schematic doping profile and E(x) profile are shown in Figure 2. The E(x) profile is characterized by a centrally located high field (>10⁷ Vm⁻¹) around the metallurgical junction along with two low field drift regions, for electrons and holes, on either side. The holes generated in the avalanche region drift through the drift region on the p-side while the generated electrons drift through the drift region on the n-side. In comparison to the SDR structure, in case of the DDR structure contribution to microwave power comes from the two drift regions. The second drift region in the DDR diode, improves the efficiency, RF power density and impedance per unit area. The impedance of an IMPATT diode can be approximated by a simple equivalent circuit which consists of a series combination of negative resistance (R_D) and reactance (X_D). In the oscillating frequency range, the magnitude of R_D < X_D, and thus the device reactance is approximately that of the capacitance formed by the depletion layer of the device. In the DDR structure, the added drift region increases the depletion layer width resulting in a smaller capacitance and hence a large reactance per unit area. Thus, the impedance level of a DDR diode is high as compared to that of the SDR diode. Several workers have previously suggested that the efficiency and RF power output of SDR or DDR diodes can be enhanced by modifying the epi-layer doping profile. The introduction of an impurity bump i.e. the region of high doping density, considerably improves the device efficiency. Impurity bumps can be suitably introduced in the depletion region by Molecular Beam Epitaxy (MBE) or by ion implantation to produce high-efficiency IMPATT diodes.

---

Fig. 1. Schematic diode structure, electric field and dropping profiles of n⁺⁺ pp⁺⁺ and p⁺⁺ n⁺ SDR diodes

Fig. 2. The schematic diode structure, doping profile and field profile of a Double Drift flat profile diode
Two types of such modified structures are generally possible, (i) lo-hi-lo, characterized by three step doping profiles and (ii) hi-lo, characterized by two step doping profiles. Owing to some of their similarities with Read structures, such as narrow localized avalanche zone, these diodes are also called ‘Quasi Read’ diodes. Figures 3 (a-b) show the typical doping profile, \( E(x) \) profiles of hi-lo, lo-hi-lo SDR and DDR diodes.

![Schematic diagram of Single Drift, high-low structure, doping profile and field profile](image)

![Schematic diagram of Single Drift, low-high-low structure, doping profile and field profile](image)

Fig. 3. (a) (i) Schematic diagram of Single Drift, high-low structure, doping profile and field profile

(ii) Schematic diagram of Single Drift, low-high-low structure, doping profile and field profile

![The schematic diode structure, doping profile and typical field profile of (i) High-Low DDR and (ii) Low-High-Low DDR IMPATT diodes](image)

Fig. 3. (b) The schematic diode structure, doping profile and typical field profile of (i) High-Low DDR and (ii) Low-High-Low DDR IMPATT diodes
4. Basic operation principle of IMPATT diodes.

Microwave generation in an IMPATT diode can be explained on the basis of a simple Single Drift Region (SDR) structure (Read or p⁺ n n⁺ or p⁺ p n⁺). If a sinusoidal electric field is applied to the device biased to the threshold of dc breakdown, an avalanche of e-h pair is created in the avalanche region. The number of e-h pair reaches its peak after the peak of the ac field has passed. This is because the number of e-h pairs created is proportional to the product of ionization rate of an individual carrier, which is highest at the instant of the peak field, and the number density of charge carrier presents at that time. Since the number density goes on increasing as long as the applied field is added to the dc field, the peak of e-h pair generation is delayed with respect to the ac field by a phase angle of approximately 90°. This delay is known as avalanche build up delay. The current pulse of carriers thus formed are injected into the drift zone, where the magnitude of the electric field is such (10⁶ – 10⁷ V m⁻¹) that the carriers are able to drift with saturated velocity but unable to produce additional carriers through impact ionization. This charge pulse crosses the ionization-free drift zone with saturated velocity and produces a constant induced current in the external circuit during the time of transit, W/νs.

The external current is approximately a rectangular wave and it develops between the phase of π to 2π (Figure 4). The width of the drift region is so adjusted that the transit time of carriers is half the period of the ac cycle. Thus the total phase lag between applied RF voltage and external RF current is 180°, which gives rise to negative resistance. One may get the first hand idea of frequency of oscillation from the approximate equation:

\[ f_0 = \frac{v_s}{2W} \]

Fig. 4. Waveform of RF voltage, avalanche current and induced external current in a IMPATT diode

5. Simulation scheme for DC and high-frequency analysis of un-illuminated and illuminated IMPATT diodes of any doping profile

Numerical simulations have immense importance in producing guidelines for device design and materials research. Moreover, computer studies are essential for understanding the
properties of devices, as analytical methods do not provide accurate information regarding the dc and high frequency parameters of these devices. In the present thesis, a generalized, simple and more accurate dc computer simulation method that involves simultaneous computer solution of the nonlinear Poisson’s and carrier continuity equations, as proposed by Roy et al. [15], has been adopted. DC modeling of the IMPATT devices has been made realistic by considering the effects of mobile space charge, inequality of ionization rates and drift velocities of charge carriers of the base materials and also their electric field and temperature dependence. The optimum depletion layer widths for a particular design frequency (f0) are chosen from the simple transit time formula W = 0.37 vsn,sp / f0 [16]. Here vsn and vsp are the saturated drift velocities of electrons and holes respectively.

DC field and carrier current profiles for various IMPATT structures can be obtained by starting the computation from the field maximum position, at the metallurgical junction. The simulation method consists of two parts: (i) DC analysis and (ii) small-signal analysis. In the dc method, Poisson and carrier continuity equations are simultaneously solved at each point in the depletion layer, subject to appropriate boundary conditions, as described elsewhere [Roy et al (1985), Mukherjee et al (2007a)]. A very small space step is considered for the accurate numerical simulation of the equations.

The DC to RF conversion efficiency (η) [Namordi et al. (1980)] is calculated from the semi-quantitative formula,

\[
\eta (\%) = \frac{V_D \times 100}{\pi \times V_B}
\]

where, \( V_D \) = voltage drop across the drift region. Also, \( V_D = V_B - V_A \), where, \( V_A \) = voltage drop across the avalanche region and \( V_B \) = Breakdown voltage.

The small-signal analysis of the IMPATT diode provides significant insight into the device physics and intrinsic properties of the devices. The range of frequencies exhibiting negative conductance of the diode can easily be computed by the Gummel-Blue method [Gummel Blue (1967)]. From the dc field and current profiles, the spatially dependent ionization rates that appear in the Gummel-Blue equations are evaluated and fed as input data for the high-frequency analysis. The edges of the depletion layer of the diode, which are fixed by the dc analysis, are taken as the starting and end points for the high-frequency analysis. The spatial variation of high frequency negative resistivity and reactivity in the depletion layer of the diode are obtained under small-signal conditions by solving two second order differential equations in \( R(x, \omega) \) and \( X(x, \omega) \).

\( R(x, \omega) \) and \( X(x, \omega) \) are the real and imaginary parts of the diode impedance \( Z(x, \omega) \), such that \( Z(x, \omega) = R(x, \omega) + j X(x, \omega) \). A generalized computer algorithm for simulation of the negative resistivity and reactivity in the space charge region is used in the analysis and described elsewhere [Roy et al (1985), Mukherjee et al (2007a)]. The total integrated diode negative resistance \( (Z_R) \) and reactance \( Z_s \) at a particular frequency \( \omega \) and current density \( J_{DC} \) are computed from numerical integration of the \( R(x) \) and \( X(x) \) profiles over the active space-charge layer.

The high-frequency admittance characteristics, negative resistivity profiles and device quality factor \( (Q) \) of the optimized diodes are determined by this technique after satisfying the appropriate boundary conditions for \( R \) and \( X \), as described elsewhere [Roy et al (1985), Mukherjee et al (2007a)]. The diode quality factor \( (Q_R) \) at the peak frequency, is defined as the ratio of the imaginary part of the admittance to the real part of the admittance (at the peak frequency), i.e.,
\[-Q_p = (B_p / -G_p) \] (2)

The maximum output power density \( P_{output} \) from the device is obtained from the expression [Eisele et al. (1997)]:

\[ P_{output} = (V_{RF}^2 \cdot |-G_p|)/2 \] (3)

The diode negative conductance at the optimum frequency \(|-G_p|\) is normalized to the area of the diode. \( V_{RF} \) (amplitude of the RF swing) is taken as \( V_B/2 \), assuming a 50% modulation of the breakdown voltage, \( V_B \).

The value of series resistance \( (R_s) \) is determined from the admittance characteristics using a realistic analysis by Gummel-Blue [Gummel Blue (1967)] and Adlerstein [Adlerstein et al (1983)]. Under small-signal approximation, the steady state condition for oscillations is given by:

\[ G_L (\omega) = |-G (\omega)| - [B (\omega)]^2 R_S (\omega) \] (4)

where \( G_L \) is the load conductance. This relation provides minimum uncertainty in \( G_L \) at low power oscillation threshold. Therefore, \( R_S \) can be calculated from equation (4), considering the value of \( G_L \) as nearly equal to the diode conductance \((-G)\) at resonance.

The leakage current \( (J_l) \), entering the depletion region of the reversed biased p-n junction of an IMPATT diode, is normally due to thermally-generated electrons and holes \( [J_S = J_{ns (th)} + J_{ps (th)}] \) and it is so small that current multiplication factor

\[ M_{n, p} = J_o / [J_{ns (th)} or J_{ps (th)}] \quad [J_o = bias current density] \] (5)

can be considered to be infinitely large. Thus the enhancement of the leakage current under optical illumination of the devices is manifested by the lowering of \( M_{n, p} \). The effect of shining light from the junction side in a TM (Top Mounted) IMPATT structure, as shown in Figure 5(a), is to generate an electron-dominated photocurrent. The expression for electron current multiplication factor then changes to

\[ M_n = J_o / [J_{ns (th)} + J_{ns (opt)}] \] (6)

\( [J_{ns (opt)} = saturation current due to photoelectrons].\)

Thus, the photoelectrons reduce the value of \( M_n \), while the value of \( M_p \) remains unchanged. Similarly, the effect of shining light from the substrate side (n++ edge) in a FC (Flip Chip) IMPATT structure (Figure 5(b)) is to generate a hole-dominated photo-current that modifies the expression for hole current multiplication factor to

\[ M_p = J_o / [J_{ps (th)} + J_{ps (opt)}] \] (7)

\( [J_{ps (opt)} = saturation current due to photo-generated holes].\) Thus the photo-generated holes reduce the value of \( M_p \), while the value of \( M_n \) remains unchanged.

In order to assess the role of leakage current in controlling the dynamic properties of IMPATT oscillators at MM-wave and THz frequencies, simulation experiments are carried out on the effect of \( M_n \) (keeping \( M_p \) very high ~ 10^6) and \( M_p \) (keeping \( M_n \) very high ~ 10^6) on (i) the high-frequency admittance characteristics (ii) the negative resistivity profiles, (iii) the
device quality factor (Q) and (iv) of SDR and DDR diodes for both flat and SLHL structures. The details of mathematical calculations based on modified boundary conditions due to enhancement of leakage current are described elsewhere [Mazumder et al. (1993)].

6. Application and State-of-the-art THz-sources

The ‘terahertz gap’ that lies between the infrared and millimeter regions of the electromagnetic spectrum has recently become experimentally available. Terahertz (THz) waves, or T-rays, bridge the gap between electronics and photonics, have novel properties and interact uniquely with many materials. The interest in THz was spawned both by researchers utilizing the microwave end of the spectrum and wants to work with shorter wavelengths, and researchers at the infrared end who saw the need for working with longer wavelengths. THz science is rapidly developing in Europe, US, Australia, Japan as well as in rest of the world. There is strong interest in the exploitation of the THz frequency range in

**Fig. 5. (a):** Schematic diagram of Top Mounted DDR IMPATT diode under optical-illumination

**Fig. 5. (b):** Schematic diagram of Flip-Chip DDR IMPATT diode under optical-illumination
virtually all fields of basic natural science (physics, chemistry, biology) as well as medicine [Trew (2005)]. Across Europe, a number of research groups at universities and in industry are working on THz science and technologies. Indeed, in the last few years the U.S. Army and the Department of Defence have focused on the advancements of THz-frequency electronic technology and on novel applications of THz-frequency sensing. Since 1999, Terahertz imaging [Wang et al. (2003)] has become a very important application, since it may make possible a single step removal process. This will enable improved detection rates of unhealthy tissue during surgery and should lead to a decrease in the number of repeat surgeries and in morbidity. Material spectroscopy and Biomedical sensing [Naftaly et al. (2005) and Watanabe et al (2004)] is perhaps the most rapidly developing of all THz applications. THz imaging of pathogens such as anthrax is also possible and that provides novel approaches for counter-terrorism. Terahertz imaging techniques are also used for planetary and cometary sensing as well in the earth-based studies which include monitoring of ozone depletion.

Spectroscopy was among the first applications of THz technology, for instance, in the development of basic THz fingerprints of simple molecules, such as water, carbon monoxide and ozone. Various rotational, vibrational and translational modes of complex organic molecules, including bio-molecules are within the THz range. These modes are unique to a particular molecule, and thus it is possible to obtain a ‘Terahertz fingerprint’ allowing for the identification of those chemical substances. The application of T-rays opens the possibilities for fast DNA analysis — in both areas of disease detection and forensics. Since THz radiation is non-ionizing, it has many potential medical applications. Apart from spectroscopic characterization, T-rays can also provide X-ray-like images. In fact, Terahertz medical imaging presents a unique solution for a variety of health-related problem, such as tissue identification through its water content, dental cavity detection and liver cancer detection [Nishizawa et al. (2005)]. The most important fact is that, as the photon energy of THz is much less compared to X-ray, it is not considered intrinsically harmful to living tissues as are of X-ray. It has the ability to penetrate a few millimeters of the uppermost skin layer, and thus the early detection of skin cancer is possible.

Scientists believe that the Terahertz spectrum is one of the critical technologies for defence against suicide bombers and other terrorist activities [Karpowicz et al. (2005)]. Now-a-days, researchers have focused their attention on the potential applications of Terahertz rays for directly detecting and imaging concealed weapons and explosives. Terahertz radiation can be transmitted through most non-metallic and non-polar mediums. When a Terahertz system is used properly, people can see through concealing barriers such as packaging, corrugated cardboard, walls, clothing, shoes, book bags, pill coatings, etc. Once the rays penetrate those materials, they can also characterize what might be hidden –be they explosives, chemical agents or others, based on a spectral fingerprint. Undoubtedly, security systems of the near future will incorporate THz technologies. It will be increasingly necessary to scan for biological, chemical and other weapons in a manner that is non-invasive and fast. Terahertz sensing provides advantages to short-range radar sensing, as they can penetrate through fog further than optical radiation. The wavelength being short enough, it provides significantly higher bandwidth than microwaves. However, the wavelength is long enough than infrared to reduce Rayleigh scattering and thus it find its application in short-range battlefield communication, where smoke prevails the infrared transmission. The advantage of THz over IR for indoor applications is that it occupies an
extremely quiet band without noise or background clutter. Conventional wireless techniques for communication use microwaves at very low power. THz could increase the rate of information transfer as well as the volume. Now-a-days wireless communication technology requires more bandwidth for communication and data transfer. Although the high atmospheric attenuation at terahertz frequencies makes it difficult to have a long range mobile-communication, however a high-bandwidth, short-range and line of sight wireless link is completely realizable [Nagatsuma et al. (2004)]. On the other hand, atmospheric attenuation has an advantage in the reduction of coverage range of the signal in military applications to avoid communication being overheard or in frequency re-use application to avoid signal interfering.

Although all other areas of the electromagnetic spectrum are used in current technologies, development of technologies in the THz region is very difficult. The reason for this lies in the lack of suitable THz sources and receivers. Thus a critical roadblock to full exploitation of the THz band is lack of reliable, powerful (0.1W – 10.0 W CW), efficient, compact and relatively inexpensive THz radiation sources. Some of the existing THz sources are: electron beam sources, optically pumped far-infrared gas lasers, frequency multipliers, photoconductive emitters, terahertz semiconductor lasers, terahertz photo-mixers, solid-state sources, etc.

Among electron beam sources, Gyrotrons [Flech et al. (1999)], free electron lasers [Krishnapal et al. (2004)], backward wave oscillators (BWO) [Dobroiu et al. (2004)] are capable of generating high-power at THz frequency region. Gyrotrons with 1 MW power at 140 GHz [Dammertz et al. (2002)] is feasible. Free electron lasers (FEL) are capable of operating virtually over the entire electromagnetic spectrum. A free electron laser at the University of California works at far infrared region and can generate 1 KW quasi-continuous wave signal at 300 GHz. BWOs can generate 50.0 mW of power at 300 GHz down to a few mW at 1 THz [Schmidt et al. (2002)]. The commercially available systems provided by Russian Company ISTOK can generate 1- 10 mW output power within the frequency range 177 GHz – 1.1 THz. Complete systems are heavy and large and need high bias voltage and water cooling systems [Ives et al. (2003)] , but the systems are much smaller than FEL and Gyrotrons. Electron beam devices are bulky and needs extremely high fields as well as high currents densities which are main disadvantages of these devices.

Optically pumped far infrared gas lasers can produce terahertz signals. These THz sources consists of CO2 pump laser injected into a cavity filled with a gas that help to produce THz signal [Chao et al. (2009)]. Semiconductor lasers show great promise for narrowband THz generation. Such lasers have many inherent limitations including low efficiency, low output power and the need for cryogenic cooling to maintain lasing conditions. The Quantum Cascade Laser (QCL) is the most promising THz semiconductor laser. Barbieri et al. has fabricated a continuous wave QCL that can generate 25 µW power at 4.4 THz at 52 K [Barbieri et al.(2003)]. Recently, the highest power THz source, pumped by an eye-safe, narrow band fiber laser system with an output of 26.4 mW, has been developed [Leigh et al. (2009)].

Among all two terminal solid-state sources, higher RF power levels of 23 µW at the fundamental frequency of 342 GHz and 0.6 µW at the third harmonic frequency of 1.02 THz is measured with Resonant Tunneling Diode (RTD) in the GaInAs/AlAs material systems, but these devices were operated in a “quasi CW mode” with a pulse length of 0.3 ms and a repetition rate of 300 Hz [Orihashi et al. (2005)]. State-of-the-art Gunn devices generate 0.2 – 5
μW power at 400 - 560 GHz frequencies [Eisele et al. (2005)]. Presently the maximum operating frequency range of TUNNETT devices is 355 GHz with power output of 140 μW [Eisele (2005)]. IMPact Avalanche Transit Time (IMPATT) diodes are recognized as the most powerful two terminal sources. Higher RF power and oscillation frequency were achieved from these devices by cooling the heat-sink of the diode and the waveguide circuit to 77K (liquid nitrogen) [2.11]. State-of-the-art IMPATT devices generate 2 mW- 7.5 mW power in the 300-400 GHz frequency range [Ishibashi et al. (1977)].

The above review shows that compact, low-cost but high-power and efficient THz sources are still lacking. Researchers have focused their attention in developing such THz sources to overcome the present limitation of THz systems. Research is continuing to increase the frequency and power level of conventional Si and GaAs based IMPATT devices to reach the THz region and also using alternate semiconductor material, such as, SiC and GaN together with improved fabrication techniques.

7. WBG semiconductors for fabricating high-power IMPATTs

The material parameters of the base semiconductors play an important role in deciding the operating frequency and output power level of IMPATT devices. So, the base semiconductor material should be chosen selectively to design high-power, high-frequency devices. The classification of WBG semiconductors is varied. Since the primary physical properties of a semiconductor scale to a certain degree with the energy gap, this parameter provides a reasonable classification scheme. However, comparison with Si and GaAs are common, because of the importance of these common materials. So, in general a WBG semiconductor is classified as a material with a bandgap at least twice the bandgap of Si. This gives a range from about 2eV (with InN and 3C-SiC) up to 6 eV (with AlN and diamond). WBG semiconductors, especially the Silicon Carbide (SiC) family and III-Nitride (GaN and its compounds) family are relatively attractive for developing new generation devices. Although the properties of these materials are very favorable, they are not as technologically mature as Si and GaAs. Rapid progress has been made in resolving the technological problems of the wide band gap semiconductors related to crystal growth, contact formation, material purity and quality.

SiC is recognized as a semiconductor of great importance in electronic applications because of its distinct properties, the possibility of easy growth on a native oxide, and the presence of numerous polytypes [Elashier et al. (2002)]. The SiC family of semiconductor contains the same semiconductor material grown in many polytypes. The most commonly grown SiC materials are 4H-SiC, 6H-SiC, 3C-SiC. SiC, although of varied polytypes, generally have high carrier saturation velocity and high thermal conductivity, which make them suitable for high-temperature (above 800K), high-frequency (Terahertz region) applications. Cree Research Inc. was the first commercial vendor of SiC wafers which are commercially available as 4-inch wafers of 4H-SiC. It is well known that SiC wafer quality deficiencies are delaying the realization of outstandingly superior 4H-SiC high-power semiconductor devices. While efforts to date have centered on eradicating micropipes, 4H-SiC wafers and epilayers also contain elementary screw dislocations in densities of the order of thousands per cm², nearly 100 fold micropipe densities [Dudley et al. (1995)]. While not nearly as detrimental to SiC device performances as micropipes, it was shown earlier that diodes containing elementary screw dislocations exhibit a 5% to 35% reduction in breakdown
SiC was considered to be a promising material for fabrication of IMPATT diodes for the first time in 1973 by Keys [Keys (1973)]. Historically, the first simulation work on modeling and analysis of SiC IMPATT devices was done by Mehdi [Mehdi et al. (1988)]. They adopted the drift-diffusion method for analyzing the microwave and MM-wave characteristics of these diodes. The device operating characteristics and the power generating capabilities of the devices were studied at four different operating frequencies, 10 GHz, 35 GHz, 60 GHz and 94 GHz. Many material parameters, such as, field and temperature dependent saturation velocities and ionization coefficients of charge carriers in SiC were not available at that time and hence these were not considered in the simulation scheme. Their study however predicted that performances of SiC devices are superior to Si devices under CW mode of operation. In 1998, Meng et al. [Meng et al. (1998)] carried out a Read-type simulation analysis of p+n Single Drift flat profile MM-Wave IMPATT devices at 800K. The simulation demonstrates that the efficiency (DC power density) for the device is 12.4% (6.7MW cm⁻²), 15% (4.5 MW cm⁻²) and 15.8% (3.3MW cm⁻²) for frequencies of 200, 100 and 50 GHz, respectively. A Read diode analysis is less accurate at the efficiency fall-off frequencies because there is no well defined avalanche region at the frequencies where efficiencies falls off. However, the study confirms the efficiency and power advantages of MM-Wave SiC IMPATT oscillators. Later, Zhao [Zhao et al. (2000)] have reported the Monte Carlo Particle simulation of 4H-SiC based hi-lo SDR IMPATT diode at 200 GHz. A low voltage (Vdc = 74 V) 4H-SiC IMPATT diode was designed by them to offer an efficiency of 10% at around 200 GHz with a peak output power of 11 W. These promising theoretical results attracted the attention of experimentalists. Several research groups started the realization of 4H-SiC based IMPATT. In 1998, Konstantinov et al. fabricated epitaxial p-n diodes in 4H-SiC with uniform avalanche multiplications and breakdown [Konstantinov et al. (1998)]. They have performed photo-multiplication measurement to determine electron and hole ionization rates. P-n junction diodes were fabricated from p⁺ -n⁰ -n⁺ epitaxial structures grown by vapor phase epitaxy (VPE); n₀ and n+ layers were deposited on the p+ substrates. The substrates were oriented in (0001) crystal plane with a small off-orientation angle, 3.50 or lower. The photo-multiplication measurement revealed that impact ionization in 4H-SiC appears to be dominated by holes, a hole to electron ionization co-efficient ratio up to 40-50 was observed. This ionization rate asymmetry was related to band-structure effects, to the discontinuity of the conduction band or the electron momentum along the c-direction. The results had a qualitative agreement with earlier studies of impact ionization in 6H-SiC. In 6H-SiC also, electron impact ionization was strongly suppressed and that was contributed to the discontinuity of the electron energy spectrum in the conduction band. Earlier problems in SiC device development due to poor material quality and immature device processing techniques was
greatly overcome with the availability of production-quality substrates and the progress made in the processing technology. Though excellent microwave performances were demonstrated in SiC MESFETs and Static Induction transistors (SIT) [Brandt (1998)], no experimental work was reported for SiC IMPATT devices before 2000.

First experimental success of 4H-SiC based pulsed mode IMPATT was achieved by Yuan et al. (2001). The DC characteristics of the high-low diodes exhibited hard, sustainable avalanche breakdown, as required for IMPATT operation. The fabricated 75 µm diameter SiC diodes were found to oscillate at 7.75 GHz at a power level of 1 mW. However, the output power level was significantly lower than the expected simulated value. They pointed out that the low-power problem is related to the measurement systems, particularly the design of the bias line. Optimization of the microwave circuit, in which the diode is embedded, is very important to properly evaluate the device performance. Any dispute in circuit optimization causes severe reduction in output power level. Thus, Yuan et al. made a comment that the measured low power, as obtained by their group, does not reflect the true power capability of SiC IMPATT. Vassilevski et al. (2001) also fabricated 4H-SiC based IMPATT. Microwave pulsed power of 300 mW was measured at 10 GHz. Though a comparatively higher power level was achieved, the power conversion efficiency was found to be very low ~0.3%. To increase the output power level, Ono et al. (2005) introduced a highly resistive guard ring that surrounds the diode periphery. The advantage of this guard ring is to reduce the electric field at the p-n junction edge of the junction periphery. A high current can thus be supplied through the diode without any destruction. Output power of 1.8W at 11.93 GHz was obtained from their fabricated diode and which is till date the highest reported output power from 4H-SiC IMPATT diodes. Nevertheless this power level is much lower than that expected. To increase the output power level, as expected from simulation studies, the residual series resistance should be minimized. No theoretical or experimental works on lo-hi-lo type 4H-SiC-based diodes are published by other workers.

To the best of author’s knowledge, no experimental results are available for 6H-SiC based IMPATTs. Hence, it was established that at MM-wave region, 6H-SiC is another suitable candidate for developing high-power IMPATT devices.

The III-Nitride family of semiconductors can fill the emerging market for semiconductor optoelectronic devices. One of the important advantages of GaN over SiC is the ability to form heterojunctions. The fact that GaN together with InN and AlN, allows the formation of heterostructures provides some interesting device possibilities. The III-Nitride family consists of the binary semiconductors; InN, AlN and GaN, and the ternaries composed of them, AlxG1-xN and InxAl1-xN. GaN can be grown in two phases: zinc-blende (cubic) and wurtzite (hexagonal), while the remaining III-Nitride semiconductors only have the wurtzite polytype. The III-Nitride family of materials has gained interest in both optoelectronic and high-power solid-state devices. Their technological immaturity is mainly due to fabrication problems; however in recent years, advances have been made in the wurtzite-phase versions. Again as with the SiC family, wurtzite-phase materials receive most of the attention because of the relative ease of growth when compared to zinc-blende GaN. Commercial GaN based devices are grown heteroepitaxially on substrates like Sapphire and SiC. Recently, Si has been considered as a substrate for GaN growth for its low price, high crystalline quality and potential capabilities for integration with traditional Si-based electronic technology. MOCVD has become the technique of choice.
for the epitaxial growth of GaN material and devices [Pearton (2000)]. In MOCVD
growth, Si and Mg are used as donor and acceptor impurities, respectively. Very
recently, halide-hydride vapor phase epitaxy (HVPE) is considered as a promising
technique for the fabrication of GaN based device structures, particularly for the
GaN/SiC heterostructure. Reliable low-resistance ohmic contacts are essential for
efficient device operation. Ohmic contact processing is still a challenging area in device
technology. P- and n-type ohmic contact resistances of SiC and GaN will be discussed
in the relevant chapters of the thesis.

Despite decades of study, only recently GaN-based materials have moved from
research laboratories to commercial markets. This change was due to a rapid
progression of improvements in epitaxial growth, demonstration of p-type
conductivity and the fabrication of commercially viable devices. The fabrication of
highly efficient blue and green LEDs and diode lasers is driving the development of
GaN-technology. The robust and versatile properties of GaN make it an excellent
candidate for high-speed and high-power electronics. Interest in GaN has exploded in
past few years, leading to an expansion of its potential applications on an almost
monthly basis [Kuzuhara et al. (2009)]. This broad spectrum of applications has led
some to predict that GaN will eventually become the third most important
semiconductor material, behind Si and GaAs. High-power handling of GaN power
transistors have already been demonstrated by fabrication of GaN High Electron
Mobility Transistors (HEMT) and Field Effect Transistor (FET) devices [Pearton (2000)].
No experimental work, however, has been reported for GaN IMPATT diodes, despite
the fact that the diodes are easier to fabricate than transistors. Till date, only a few
simulation results on GaN based IMPATT have been reported in published journals.
Meng et al. (1999) studied the MM-Wave performances of the wurtzite phase and zinc-
blende phase GaN IMPATT devices at 800K by a Read-type modeling approach. The
simulations showed that GaN wurtzite-phase p-n single drift flat-profile IMPATT
oscillators at 300 GHz have an efficiency of 11% and an RF power density of 1.6
MW.cm⁻². Their studies confirm the efficiency and power density advantages of GaN
IMPATT oscillators. A. K. Panda et al. (2001) designed and studied the performances of
GaN based IMPATTs in the D-band. The maximum power that may be obtained from
their designed diode was 3.775 W with an efficiency of 12.5%. Moreover, their study
predicted that the wurtzite-phase GaN based IMPATT is better than its zinc-
blend counterpart, as far as breakdown voltage, power output and efficiency are concerned.
Later, Reklaitis et al. (2005) performed a Monte Carlo simulation of Wz-GaN based
near-terahertz IMPATT diode. Their analysis predicted that the device may generate a
RF power of ~ 3W at 0.45 THz with an efficiency of 18%. The diodes were found to be
more efficient than that was designed by Panda et al. This study, on the other hand,
predicted the possibilities of GaN based IMPATT diodes as efficient near-THz power
sources. Alekseev et al. (2000) performed theoretical and experimental studies for the
development and optimization of GaN based Gunn devices in the THz frequency
region. GaN Gunn-diode oscillators at 750 GHz are expected to generate power density
of 3x10⁶W cm⁻². Before an attempt is made to fabricate GaN based IMPATT devices at
Terahertz region, reliable modeling and better understanding of high-frequency
properties of such devices are essential. Thus the author has studied the DC and
Terahertz-frequency characteristics of the GaN based flat and lo-hi-lo types IMPATT
devices at elevated junction temperature and the results will be discussed in the concerned chapters.

Unlike GaAs, wurtzite phase GaN have different ionization rates for electrons and holes \( (\alpha_e \neq \alpha_h) \). So from the ionization point of view, as discussed in sub-section 2.5.3, wurtzite GaN IMPATT is expected to be noisier than GaAs IMPATT. Panda et al. [2.188] showed that GaN based devices generate equal noise as Si-based IMPATTs, but higher by 6-8 dB noise values compared with GaAs based devices under the same operating conditions. However, for increased operation temperature, the noise is found to decrease [A. K. Panda et al. (2001)]. Reklaitis et al. [Reklaitis et al.(2005)] later studied the current voltage characteristics and the associated current noise in GaN double drift IMPATT diodes, by Monte Carlo simulations. For values of current multiplication factor greater than ten they observed a giant suppression of avalanche noise down to three orders of magnitude with respect to the standard excess noise factor. The negative feedback between fluctuations in space-charge and in number of generated e-h pairs is found to be responsible of such a giant suppression.

8. Superiority of WBG semiconductor based IMPATTs over Conventional diodes

4H-SiC based SDR \((p^{++}n^{++})\) IMPATT diodes with flat and SLHL doping profiles are designed by Mukherjee et al. (2008 a) at around Ka-band. In order to make a comparison, Si based SDR IMPATT diode is also designed at Ka-band. The comparison reveals that 4H-SiC based SDR diodes are capable of generating a RF power of \(870.0 \times 10^9\) Wm\(^{-2}\) with an efficiency of 20.0 \%, far better than their Si counterpart [Mukherjee et al. (2008)]. Thereafter, the DDR IMPATT diodes are designed and studied thoroughly by Mukherjee et al. (2009 a) at three different window frequencies: 35 GHz (Ka-band), 140 GHz (D-band) and 220 GHz (Y-band) and the corresponding admittance plots are shown in Figures 6 (a-c). Comparative studies of SLHL and flat-profile diodes at MM-wave window frequencies by Mukherjee et al. (2009) reveal that the Quasi Read SLHL diodes are superior to their flat profile counterparts in terms of power output, efficiency and negative-resistance.

![Fig. 6. (a) admittance plots of 4H-SiC DDR IMPATT at Ka-band](image-url)
Mukherjee et al. (2007 b) has made a systematic study on the performance of the IMPATTs designed at higher THz frequencies: 0.5 THz and 1.85 THz. The electric field profiles and admittance plots are shown in Figures 7 and 8 (a-b). It is interesting to note that even at the higher THz region (1.85 THz), 4H-SiC based diode is capable of generating a power density of 5.0x10^{11} Wm^{-2} with an efficiency of 9.0%. While estimating the power density, the effects of series resistances is considered in the analysis. The values of P_{max} with and with-out R_{s}, are also studied and shown in Figures 9 (a-b).

The performances of the SLHL DDR IMPATT at THz region are further studied by Mukherjee et al. (2007 c). It is observed that, similar to MM-wave region, in THz region also the overall performance of SLHL diode is far better than its flat profile counterpart. It is further interesting to observe that the magnitude of R_{s} reduces significantly (15% - 30%) in SLHL diodes compare to that in flat profile diodes. The performances of the 4H-SiC, 6H-SiC, and 3C-SiC based THz (0.3 THz) DDR diodes are compared by Mukherjee et al (2008 b). The study reveals that the 4H (α)-SiC based IMPATT may yield a RF power density of 36.45 x 10^{10} Wm^{-2}, with an efficiency of 14%, which are far better than its hexagonal (6H-SiC) and cubic (3C-SiC) counterparts, under similar operating conditions. The above observations

Fig. 6. (b) admittance plots of 4H-SiC DDR IMPATT at D-band

Fig. 6. (c) admittance plots of 4H-SiC DDR IMPATT at Y-band
definitely establish the potential of SiC based IMPATTs at MM-wave as well in the THz region.

Fig. 7. E(x) profiles of 4H-SiC based Terabertz IMPATT diodes

Fig. 8. (a): Admittance characteristics of 4H-SiC IMPATT at 0.5 Terahertz.
Fig. 8. (b): Admittance characteristics of 4H-SiC IMPATT at 1.8 Terahertz

Fig. 9. (a): Effect of series resistance on output power density $P_{\text{max}}$ of 4H-SiC 0.5 THz IMPATT diode. (a) 4H-SiC IMPATT at 300K, $R_s=0.0 \Omega$, (b) 4H-SiC IMPATT at 300K, $R_{s,\text{total}}=0.386 \times 10^{-9} \, \Omega \, m^2$

Fig. 10. Plots of electric field profile for (a) SLHL and (b) flat-type GaN (flat-profile) SDR IMPATT diodes. The distance of the n-side from the metallurgical junction has been considered as negative.
Fig. 9. (b): Effect of series resistance on output power density ($P_{\text{max}}$) of SiC THz IMPATT diodes. (a) 4H-SiC IMPATT at 300K, $R_s=0.0\, \Omega$, (b) 4H-SiC IMPATT at 300K, $R_{s,\text{total}}=2.2 \times 10^{-11} \, \Omega \, \text{m}^2$

Fig. 10. Plots of electric field profile for (a) SLHL and (b) flat-type GaN (flat-profile) SDR IMPATT diodes. The distance of the n-side from the metallurgical junction has been considered as negative.
Fig. 11. Conductance (G) – Susceptance (B) plots of GaN (a) SLHL and (b) flat type SDR THz IMPATT diodes in Terahertz region.

Fig. 12. Effect of Rs on the negative conductance of unilluminated GaN (flat and SLHL) SDR IMPATT diodes.
Wide Band Gap Semiconductor Based Highpower ATT Diodes In The MM-wave and THz Regime: Device Reliability, Experimental Feasibility and Photo-sensitivity

9. Photo-sensitivity of WBG semiconductor based IMPATTs

The effects of photo-illumination on the 4H-SiC, 6H-SiC and 3C-SiC based Top Mounted and Flip Chip diodes are studied by Mukherjee et al (2008 b) at THz region. It is found that the optimum frequency and THz characteristics undergo sufficient variation with increase of the intensity of optical radiation. It is interesting to note that in all the three types of SiC based IMPATTs, photo-generated leakage current dominated by holes (FC illumination configuration) is more important than that dominated by electrons (TM illumination configuration), in modulating the high frequency properties of the devices. This observation
has been correlated with the relative ionization coefficients of charge carriers of SiC. The admittance characteristics and negative resistivity profiles of the un-illuminated and illuminated diodes are shown in Figures 13 and 14, respectively. The study reveals that the enhanced leakage current in illuminated devices, due to photo-illumination, degrades the output power density and negative resistance, but increases the tuning range of the devices.

The optical illumination studies on the three types of SiC DDRs by Mukherjee et al. [Mukherjee et al (2008 b)] reveals that 4H-SiC based IMPATT is comparatively more photo-sensitive than its 6H- and 3C- counterparts.

The photo-sensitivity of the 4H-SiC and 6H-SiC diodes at higher THz region (> 1 THz) are studied by Mukherjee et al. The admittance plots are shown in Figures 15 and 16. It is again found that in the higher THz region also, FC IMPATTs are more photo-sensitive than TM diodes. Compare to 4H-SiC IMPATT, 6H-SiC devices are found to be less promising in the THz region, as far as negative resistance, output power density, efficiencies and photosensitivity are concerned. However, it is worth mentioning that 6H-SiC based THz devices are definitely superior to conventional Si- and GaAs-based devices, since the latter categories of diodes could not reach the THz region.

The effects of photo-illumination on the MM-wave and THz performances (Figures 17 and 18) of the GaN based diode are studied by Mukherjee et al. (2007 a) and (2009 b). The study reveals that negative conductance $\left| -\frac{G}{P} \right|$ of the diode decrease and at the same time, the frequency range over which the device exhibits negative conductance shifts towards higher frequencies with the increasing intensity of optical radiation. As expected, the upward shift in operating frequency is found to be more (~ 16 GHz) in case of the SLHL SDR IMPATT device. Illuminated FC diodes are found to be more photo-sensitive than their TM counterparts. The inequality in the magnitudes of electron and hole ionization rates in WZ-GaN have been found to be correlated with the above results. The study indicates GaN IMPATT is a promising photo-sensitive high power THz source.

![Fig. 14. Effects of radiation on negative resistivity plots of SiC IMPATT diodes](image)
Mukherjee et al. (2008 c) have made a comparative analysis of the THz frequency performances as well as photo-sensitivity of the hexagonal GaN and SiC (4H-) based diodes, under similar operating conditions. The extensive studies establish that, though the photosensitivity of 4H-SiC based IMPATT is higher than its GaN counterpart, the overall Terahertz performance of un-illuminated GaN IMPATT is far better than that of a 4H-SiC based THz device, as far as power density and efficiency are concerned [Mukherjee et al. (2008 c)].
10. Experimental feasibility of new-class of WBG IMPATT diodes

Extensive studies, as discussed in previous section, have established the superiority of WBG IMPATT diodes as high power source at THz frequency regime. However, special efforts are required in the areas of GaN and SiC material growth, doping and device processing technologies, oscillator performance characterization, etc., before the full potential of GaN and SiC IMPATT diodes are utilized at THz region. Due to lack of any experimental data on WBG semiconductor based THz IMPATTs, the simulated results could not be compared. However, it is proposed that experimental validation of these results might be possible through the following steps.

Fig. 16. Effects of optical illumination on admittance plots of 6H-SiC based DDR IMPATT diode: (a-e = Junction temp. 300K), a'-e'=junction temperature T=500K).

Fig. 17. (a): Conductance (G) – Susceptance (B) plots of unilluminated GaN SDR IMPATT diode (a) and the illuminated diode (b-c) for different values of M_{np}.

Fig. 18. Conductance (G) – Susceptance (B) plots of unilluminated GaN flat profile SDR IMPATT diode (a) and the illuminated diode (b-d) for different values of M_{np}.

Fig. 19. Waveguide geometry: d=270 µm, w=300.0 µm, and l=140.0 mm.

Fabrication issues related to GaN IMPATT diode:

(i) Growth of GaN p-n junction:
GaN p-n junction can be obtained using metal organic chemical vapor deposition (MOCVD) technique and, to some extent, by molecular beam epitaxy (MBE). The most advanced results may be obtained by MOCVD technique, which
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However, it is proposed that experimental validation of these results might be possible through the following steps.

Fig. 16. Effects of optical illumination on admittance plots of 6H-SiC based DDR IMPATT diode: (a-e = Junction temp. 300K), a'-e' = junction temperature T=500K).

Fig. 17. (a): Conductance (G) – Susceptance (B) plots of unilluminated GaN SDR IMPATT diode (a) and the illuminated diode (b-c) for different values of $M_p$.

Fig. 17. (b): Conductance (G) – Susceptance (B) plots of unilluminated GaN SDR IMPATT diode (a) and the illuminated diode (b-c) for different values of $M_p$.

Fig. 18. Conductance (G) – Susceptance (B) plots of unilluminated GaN flat profile SDR IMPATT diode (a) and the illuminated diode (b-d) for different values of $M_n$.

Fig. 19. Waveguide geometry: $d=270 \mu m, w=300.0 \mu m, \text{ and } l=140.0mm$

Fabrication issues related to GaN IMPATT diode:

(i) Growth of GaN p-n junction: GaN p-n junction can be obtained using metal organic chemical vapor deposition (MOCVD) technique and, to some extent, by molecular beam epitaxy (MBE). The most advanced results may be obtained by MOCVD technique, which
includes the growth of GaN epitaxial layer from vapor phase. In this method, GaN may be grown from the vapor phase using metal organic gases as sources of Gallium and Nitrogen. For example, trimethylgallium (TMG) can be used as gallium source and Ammonia can be used as nitrogen source. Growth of GaN semiconductor may takes place in a reactor chamber on a substrate. During the growth, the substrate may be kept at growth temperature ranging from 800 to 1100° C. Single crystal wafers of Sapphire or SiC may serve as substrates for GaN deposition by MOCVD method. GaN THz device is found to be high power device. The large amount of current flowing in the device causes significant self-heating effect. If a very high quality GaN layer is grown on SiC substrate, SiC substrate will introduce the possibility of heat sink and that will result in a better heat-flow away from the active part of the diode.

Using MOCVD process, thin layers (usually not thicker than 5 microns) of GaN can be grown on Sapphire or SiC substrates. In order to control the type of electrical conductivity in the grown material, electrically active impurities can be introduced in the reaction chamber during the growth. Undoped GaN layers usually exhibit n-type conductivity. The value of n-type conductivity can be controlled by introducing Si impurity (in form of SiH₄ gas) in the reaction chamber during the growth. In order to obtain p-type GaN material by MOCVD method, Mg impurity can be introduced in the reactor chamber during the growth. Biscyclopentadienylmagnesium (Cp₂ Mg) may be used as a Mg source for GaN doping. In order to form a n-p junction, at first, MOCVD growth process can be carried out using Si donor impurity, to form n-type layer of GaN on an n++ substrate, and after that p++-type cap layer can be grown on the n-layer by MOCVD process by doping high concentration of Mg impurity. However, MOCVD grown Mg-doped p++ layer, is highly resistive. In order to activate p-type conductivity, high temperature post-growth anneal in nitrogen atmosphere may be required. Since Mg requires large energy for ionization, in general, it is difficult to obtain heavily doped p++-type GaN with Mg. Beryllium (Be) may be used to achieve p++-type GaN, since the ionization energy of Be is low (~60 meV). Be-doped GaN layers may be obtained either by epitaxial growth methods, or by ion implantation. However, ion implantation may introduce severe lattice damage to the target material. Recently, Pastor et al (2007) assessed crystal damage of Be++-implanted GaN by UV Raman scattering and found a correlation between implantation dose and the extent of lattice damage caused to the target.

The above mentioned procedure may be applied to form high quality GaN p-n junction. However, the MOCVD technology has a number of limitations:

1. This is expensive method requiring complicated growth equipment. In order to form GaN p-n junctions by MOCVD process, metal organic sources, for example TMG (Ga source) must be used.

2. Complicated chemical compounds have to be used as acceptor impurity sources, for example biscyclopentadienylmagnesium (Cp₂ Mg) is usually used as a Mg-source.

3. In order to form high-quality GaN material on SiC substrates, MOCVD method requires to grow a buffer layer in-between SiC and GaN, which makes impossible to fabricate devices utilizing direct contact between SiC and GaN such as GaN/SiC p-n junction. Several experimental attempts have been taken to develop an alternative epitaxial growth technique to form GaN p-n junction. One method, which has been considered as a promising technique for the fabrication of GaN device structures, is hydride vapor phase

Measurement (CTLM) system. A specific contact resistance of 1.0x10⁻⁴ Ω cm² for
epitaxy (HVPE). The HVPE method is convenient for mass production of semiconductor devices due to its low cost, flexibility of growth conditions, and good reproducibility. In this method, Ga metal may be used as source material, thus HVPE technology does not require expensive source material. Furthermore, since these GaN layers can be grown directly on conducting SiC wafers without insulating buffer layers, diodes with n-GaN/p-SiC heterojunctions can be fabricated by HVPE.

(ii) Formation of low resistive p++ and n++ ohmic contacts: Through photolithographic process, windows can be opened on p++ GaN layer for subsequent metal deposition. Using photolithography and lift-off techniques, low resistance contact metals, an alloy of Ni (20 nm)/Pd (20 nm) / Au (100 nm) [Chu et al (2000)], can be deposited inside the windows by an electron beam evaporator. The metal contacts should then be annealed in air, nitrogen and oxygen ambient conditions at different annealing temperatures ranging from 350 to 650 °C. The measurement of specific contact resistance may be done by circular Transmission Line Measurement (CTLM) system. A specific contact resistance of 1.0x10⁻⁶Ωcm² can be achieved in this technique. If the similar metal composition is deposited on Be-implanted p++ type GaN layer with a carrier density of 8.1x10¹⁹ cm⁻³, without further annealing process, the sample will show good ohmic contact with a contact resistance of 4.5x10⁻⁶Ω cm² [Chu et al (2000)]. A new metallization scheme has recently been developed for obtaining very low ohmic contact to n-GaN [Burm et al (1997)]. A composite metal layer Ti/Au/Ni/Au (150Å/2200 Å/400 Å/500 Å) can be deposited on n++-GaN. Following an annealing process at 900°C for 30s, a specific contact resistance (measured from TLM data) of 8.9x10⁻⁸Ωcm² for a doping density of 4x10¹⁷ cm⁻³ can be obtained [Burm et al (1997)].

(iii) Formation of diode mesa using Reactive Ion Etching (RIE): Effective etching techniques are useful for diode fabrication. GaN has very high bond energy (8.9 eV/atom) and a wide-bandgap, which makes it almost inert to bases and acids, which are low cost and highly available wet etchants, used in Si technology. There are various methods of dry etching involving sources of external energy to initiate and sustain the break up of the high-energy bonds in GaN. A few of the dry etching techniques used for GaN include, ion milling and reactive ion etching (RIE). Ion milling relies upon physical sputtering and is not very practical for GaN because of low etch rates and extreme damage to the material caused by the purely physical process. The RIE method is a better technique of dry etching because it involves chemical etching in addition to physical etching. The etch rates for GaN using RIE with various etch chemistries range from 17 to 100 nm/min [Adesidac et al. (1999)]. Wet etching is an important complement to dry etching methods by providing low damage etching, low cost, and complexity. Since conventional acids and bases cannot be used to etch nitrides, a recently developed technique called photo-electrochemical (PEC) wet etching is found to etch GaN with significantly high etch rates [Adesidac et al. (1999)]. The PEC process, utilizes photo-generated electron-hole pairs to enhance oxidation and reduction reactions taking place in an electrochemical cell. For the PEC etching, the etch rate of about 400 nm/min for KOH solution and about 40 nm/min for HCL solution can be obtained. PEC etching is highly anisotropic etching of GaN. It is a very effective technique for forming mesa structure for design of GaN IMPATT diode.

(iv) On-Wafer DC Testing: After finishing the fabrication process, on-wafer DC testing should be performed before the diodes are packaged. DC testing will serve as the initial screening step of the device and the test results will be used for process evaluation.
(v) **GaN IMPATT Device Packaging:** The packaging should provide a low thermal resistance between the GaN diode chip and waveguide mount and should be mechanically rugged and hermetically sealed. The device can be bonded to a pill-type package. In pill-type configuration, the diode is bonded to a heat sink, which is usually gold plated. A ceramic or quartz ring encloses the diode and separates the heat sink from the package cap.

**Fabrication issues related to SiC IMPATT diode:**
SiC epilayer (n++ substrate and n-type epitaxial) can be procured from Cree Inc., Durham, NC, USA. The n-type doping is usually realized at Cree using nitrogen gas as the precursor. A SiC IMPATT device can be fabricated on the epilayer following the process steps described below:

(i) **Growth of p++ 4H-SiC layer:** In order to assist p-type ohmic contact formation, the p++ 4H-SiC layer can be grown on top of the n-type film by Al2+ ion implantation; the doping concentration should be N_A ≥ 2 x 10¹⁹ cm⁻³. The post-implantation annealing may be performed at ≈ 1600 °C for 45 minutes in argon atmosphere.

(ii) **Formation of low resistive p++ and n++ contacts:** The power dissipation of IMPATT devices strongly depend on the contact resistance. Following step (i), the samples may be cleaned by a “piranha” solution. After rinsing in DI water, the samples may be dipped in dilute hydrofluoric (HF) acid solution for 30 seconds and dried. Immediately after the cleaning, a SiO₂ layer on the p++ side can be grown by Plasma Enhanced Chemical Vapor Deposition (PECVD) at 285°C. Through photolithographic process, windows can be opened inside the oxide layer. Using photolithography and lift-off techniques, contact metals (Al/Ti/Al) can then be deposited in the oxide windows by an electron beam evaporator. In order to obtain ohmic contacts the samples may be annealed for 3 minutes in a Rapid Thermal Anneal (RTA) furnace in nitrogen atmosphere at 950 °C. The post-deposition annealing at high temperature is generally preferred to reduce the specific contact resistance. As mentioned in the literature, Ni is the preferred material for ohmic contact on n-type SiC [Roccaforte et al (2006)]. Hence, for n++-type contact, a Ni layer of 200 nm thickness may be evaporated on the back-side (n++-side) of the wafer, followed by RTA treatment for 3 minutes at 950 °C. The choice of the metallic composition is based on the formation of Ni₂Si alloy. As mentioned in several publications [Konishi et al (2003)], the higher the concentration of the Ni₂Si in the contacts, the lower is the specific contact resistance. Finally, a composition of Ti/Au contact overlay is deposited on the p++-side by an electron beam evaporator. The specific contact resistance can be determined from transmission line measurement (TLM) data.

(iii) **The oxide layer from the p++-side can then be removed by Buffered Oxide Etch (BOE).**

(iv) **Formation of diode mesa using Reactive Ion Etching (RIE):** Si-C bonds show high chemical inertness, hence, wet etching is not efficient for reaching deep trenches. The more appropriate dry plasma etching, Reactive Ion Etching (RIE), may be used in separating diode mesa. Patterning of mesas may be carried out with photoresists: AZ 5214 (standard) and TI 35 ES (special photoresist for deep RIE Si etching) [Lazar et al (2006)]. A titanium/nickel (Ti/Ni) bilayer metal can be evaporated onto the sample. The metallic bilayer may be used as RIE mask that covers areas that will form mesa diodes. The dry etching can be performed in the Plasma Therm 790 reactor (say), an RIE reactor with a plasma (composed of SF₆ and O₂ gases) source generated at 13.56 MHz operating at a
maximum power of 300W. The depth and etch rate of the mask may be determined by profilometry measurements with a Tencor Alpha Step.

**(v) On-Wafer DC Testing:** After finishing the fabrication process, on-wafer DC testing are performed before the diodes are packaged. DC testing may serve as the initial screening step of the devices and the test results can be used for process evaluation.

**(vi) SiC IMPATT Device Packaging:** The packaging should provide a low thermal resistance between the SiC diode chip and wave guide mount and should be mechanically rugged and hermetically sealed. The device may be bonded to a pill-type package. The details of pill-type package are described earlier.

**C: Terahertz Transmission and Measurement:**
It is highly desirable that a THz transmission system should have low signal attenuation, low radiation loss, and high mode-confining property. Sommerfeld wires exhibit very low attenuation and dispersion, but suffers from large field extension into the surrounding medium. Moreover, it suffers from significant radiation loss at bendings. Metallic parallel plate waveguides, on the other hand, exhibit undistorted wave propagation of broadband sub-picosecond pulses even at bendings, but the propagating wave is confined in one transverse dimension giving rise to divergence loss. Transmission of THz signals from an IMPATT device may be possible with a dielectric coplanar wave guide, the device being an integral part of the waveguide. For THz (0.1-1 THz) signal transmission, a metallic slit waveguide, fabricated by sawing a 270 μm wide slit through a 140 mm wide and 300 μm thick silicon slabs may be used. The schematic diagram of waveguide is shown in **Figure 19.** The metallic slit waveguide shows dispersion less transmission of THz signals with very low attenuation. However, the residual edge roughness from wafer sawing [Wachter et al (2007)] can cause a small degree of radiation loss. For higher frequency (3 THz) power transfer, a ribbon-like structure fabricated from ceramic alumina may be utilized [Yeh et al (2005)]. The schematic diagrams of the structure are shown in **Figures 20 (a-b).**

Measurements of THz power and frequency may be done with a THz VNA (Vector Network Analyzer) or, by employing Photoconductive Method. At Terahertz regime vector network measurements are challenging because of the reduced wavelength. Also, large phase errors resulting from temperature fluctuation can occur. In addition, flexing of the cable linking the scanning waveguide probe to the measurement equipment adds to the phase uncertainty.

There are other systems for measurement and detection of THz signals for example Hot Electron Bolometer mixer- receiver and THz Time Domain Spectroscopy (THz-TDS). For detection and measurement of THz beam by photoconductive method, a THz-TDS set-up (**Figure 21**) may be used. The photoconductive setup can avoid the input and output coupling of free space Terahertz beams, giving rise to a compact and versatile setup. The details process was reported elsewhere [Yeh et al (2005)]. THz Time Domain Spectroscopy measurement (**Figure 21**) require multiple time delay scans, which is time consuming and can result in a systemic error caused by the intensity fluctuations of the THz beam. THz-TDS has smaller spectral range than Fourier Transform Spectroscopy (FTS) system and provide lower resolution than narrowband THz spectroscopy [Ferguson et al (2002)].

**D: Proposed Experimental Scheme for Optical- Illumination of THz IMPATT Devices:**
In reality the diode under test may be mounted in a THz package, and can be sealed in ceramic sleeve with metallic contacts on each end. To expose the diode chip for illumination, a small groove can be cut in the ceramic sleeve. The diode package may be mounted in a
THz waveguide cavity with a waveguide tuning short on one side and an output coupling probe on the other side. A small hole can be drilled on the other side of the cavity to allow the output of the modulated LASER to be coupled to the IMPATT chip via a piece of optical fiber. The intensity of optical radiation can be experimentally increased by using a convex lens between the source (UV LASER) having a particular optical power density and the THz waveguide in which the device is embedded. The diagrams, as shown in Figures 22 and 23, represent proposed setup for realizing optical illumination experiment on the THz devices.

![Diagram of THz waveguide cavity](image)

Fig. 20. (a): Longitudinal cross-sectional geometry of a polymer-coated high dielectric constant ribbon. The thickness and width of the high dielectric constant ribbon are, respectively, $0.0635 \lambda_0$. The dielectric constante of the ribbon is 10 while that of the polymer is 2.04 [35].

![Diagram of rectangular metal waveguide](image)

Fig. 20. (b). Rectangular metal waveguide to high dielectric constant ribbon waveguide transition [Ref.35]
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Fig. 21. Detection of Terahertz beam by photo-conductive method

Fig. 22. Experimental setup for optical illumination experiment on 4H-SiC IMPATT diode at THz region

Fig. 22. Experimental setup for optical illumination experiment on 4H-SiC IMPATT diode at THz region
11. Conclusions

The prospects of WBG Wz-GaN and SiC (4H- and 6H-) based IMPATT devices of different structures and doping profiles were thoroughly examined both in the MM-wave and sub-millimeter wave (THz) region. The study established the potential of these WBG semiconductors in fabricating high-power and high-frequency IMPATT devices, in MM-wave as well as THz region. Si-based devices were also examined in these two regimes. The results showed that GaN and SiC based devices had superior performance over InP, in THz regime. A comparison of device properties of the 4H and 6H-SiC IMPATTs, revealed that the former is superior in terms of efficiency, output power generation capabilities and high temperature operation.

Studies were also carried out on effects of parasitic series resistance and optical illumination effects due to photo-generated carriers in the designed TM and FC diodes. The effects of optical illumination on the different semiconductor (4H- and 6H- SiC, Wz-GaN) based diodes were examined for the two different illumination configurations: TM and FC. The results indicated that device negative resistance and Q-factor degraded, resulting in decrease of power density, along with an up-shift in the frequency of operation, due to the variation of incident illumination intensity. Moreover, it was observed that the predominant hole photo-current in FC illumination configuration, had more pronounced effect in modulating the high-frequency properties of illuminated SiC and GaN devices, while illuminated Si IMPATT showed opposite behavior.

There is no doubt that, with the continuing progress in MM-wave and THz-device technology, the predictive simulation and proposed experimental feasibility of WBG semiconductor based IMPATT devices will become increasingly important for the success of research in modern high-power electronics.
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1. Interest of RF band-pass filters in mobile communications

This chapter focuses on RF and microwave band-pass passive filters required for mobile transceiver front-ends. Band-pass filters are commonly used in wireless transceivers for communication systems such as cellular and connectivity standards or Ultra Wide Band systems. Most of the recent communications standards operate in multi-bands and have flexible frequency profiles, therefore filter banks must be implemented in order to fulfil regulation requirements in all bands.

A filter is a time-invariant linear system that can be defined by its frequency transfer function \( H(f) \). It operates on an input signal \( x(t) \) with respect to frequency and the resulting filtered output signal \( y(t) \) has a Fourier transform equal to the product of \( X(f) \) and \( H(f) \):

\[
Y(f) = H(f) X(f).
\]

The ideal transfer function of a band-pass filter is equal to 1 in the pass-band and to 0 in the two stop-bands. The pass-band is defined by a range of frequencies \([f_1, f_2]\) or equivalently by its central frequency \( f_c \) and its frequency bandwidth \( W \), with:

\[
f_c = (f_1 + f_2) / 2 \quad \text{and} \quad W = (f_2 - f_1)
\]

The two stop-bands are defined by the frequency ranges \([0, f_1]\) and \([f_2, +\infty]\) for the left and right stop-band respectively.

In practice, the filter transfer function is not perfect: it is not perfectly constant in the pass-band, it presents a finite attenuation (or rejection) in the stop-bands and the transitions between frequency bands are not infinitely sharp.

The different characteristics of a band-pass filter will be described in section 2. Filtering is one of the three more critical elements for the cost and size of transceivers in addition to frequency synthesizers and power amplifiers.
Many filters are present in wireless transceivers. They are distributed in the successive stages of the architectures in the baseband (BB), intermediate frequency (IF) and radiofrequency (RF) parts. This chapter focuses on RF and microwave band-pass filters. RF band-pass filters operate on RF or microwave signals and we will use the expression RF band-pass filter to represent them regardless of whether they operate on RF or microwave signals. In the receiver, they are located just after the antenna and after the low noise amplifier (LNA). They are used to suppress out-of-band noise and blockers, to eliminate the image frequency in super-heterodyne receivers and more generally to limit the bandwidth of the received signal and the dynamic requirements of the receiver. In the transmitter, they are located before and/or after the power amplifier (PA). They are used to reject the spurious signals generated, for example by the local oscillator (LO), and to minimize power emission out of the desired frequency band that could be generated by the PA non-linearity. RF band-pass and band-reject filters are also found in the receiving and transmitting branches of duplex filters in systems using frequency division duplex (FDD) schemes. Another application of RF band-pass filters used in a filter bank is to split a large RF bandwidth into several smaller bandwidths that are easier to process. This can be useful in very wide band communications systems such as in the field of millimeter-wave 60 GHz or more generally for Ultra Wide Band (UWB) communications.

The precise role and specifications of the different filters depends on the regulation, on the standard requirements, on the architecture of the transceiver and also on the duplex scheme. Standards and regulations specify the minimum requirements for RF transceivers. They are expressed by parameters, which can take values that impose more or less stringent constraints on the RF system blocks such as filters. Among the important parameters that can influence filter (BB, IF and RF) specifications or characteristics are: frequency bands, channel and signal bandwidth, channel frequency step, duplex schemes, transmit power, output RF spectrum mask, limit on spurious emission, limit on noise, distortions, linearity, Bit Error Rate (BER), Error Vector Magnitude (EVM) and Adjacent Channel Interference expressed by the Adjacent Channel Leakage Ratio (ACLR) or the Adjacent Channel Power Ratio (ACPR).

A given standard is allocated with one or several frequency bands and these frequency bands can be split into smaller bandwidth channels allocated to different users. The RF filter is used to select the standard bands while the IF and/or BF filters select the channel bandwidths and are generally more selective than RF band-pass filters. The RF frequency bands specified by standards are usually above 50 MHz. For example, for WiMAX standards, the specified bands are between 100 and 200 MHz. Therefore, RF filters have wide pass-bands and the ratio between the bandwidth of the pass-band and the central frequency of the filter is typically of the order of a few percent.

Most mobile subscriber equipment is now multi-band, multi-mode (multi standards) and multi-radio (cellular, connectivity, FM and TV receivers, GPS, etc). They include several transmitters/receivers connected to a small number of antennas. RF low-pass, high-pass and band-pass filters are used to combine these different transceivers operating on different frequency bands that are generally quite far apart. Low-pass and high-pass filters are usually well suited for this task that most often does not necessitate very high selectivity filters with high Q resonators.


1.1 Influence of Duplex schemes on RF filter requirements

Different duplex schemes are specified in wireless communication standards to separate forward and reverse communication links in order to allow mobile equipment to share the same antenna for transmit and receive signals. These schemes are FDD (Frequency Division Duplex), TDD (Time Division Duplex), or HFDD (Half Frequency Division Duplex).

1.1.1 FDD

In the FDD method, the forward and reverse communications use different carrier frequencies separated by a frequency offset. With the FDD method, a real full duplex communication is possible, but it requires a complex RF front-end since it uses separate receiving and transmitting synthesizers. Besides, it requires two different RF filters for transmitting and receiving. The transmission must not degrade the simultaneous reception. Therefore, on the one hand, the attenuation of the transmit filter must be high enough in the receiver frequency band so that the noise introduced by the transmitter on the receiver is kept low in comparison to the noise floor of the receiver. On the other hand, the receiver RF filter must sufficiently reject the transmitter frequency band so that the transmitter does not overload the receiver. The constraints on RF filters used in duplex filters in FDD modes are usually quite stringent: The larger the frequency offset, the easier these filters. Typical values of frequency offset are 50 to 100MHz.

For example, in GSM 900 standard, the transmitter uses the uplink frequency sub-band Tx: 890-915 MHz and the receiver uses the downlink frequency sub-band Rx: 935-960 MHz. The GSM sub-bands are separated by a frequency offset equal to 45 MHz. And each sub-band has a 25 MHz bandwidth, while the channel spacing is equal to 200 KHz. For the DCS 1800 standard, the frequency offset is 95 MHz and each sub-band has a 75 MHz bandwidth, Tx: 1710-1785 MHz and a Rx: 1805-1880 MHz. The GSM standard (ETSI, 1999) specifies the output RF spectrum of the modulated signal for the transmitter. The spectrum mask for a class 4 mobile GSM transmitter is given in Fig. 1.

![Fig. 1. GSM 900 spectrum mask of modulated signal.](Image)
Using these specifications, we can calculate the required filter attenuation (rejection) in the receive band for the GSM duplex scheme. Let’s suppose that we require a transmit noise 10 dB below the noise floor of the receiver, for a receiver noise figure of 6 dB. Noting $P_{out}$ the transmitted power in dBm, the output power spectral density in dBm/Hz for a channel bandwidth $W_{ch}$ is:

$$PSD = P_{out} - 10\log(W_{ch}) \ [dBm/Hz]$$

Filter attenuation at the receive frequency must be greater than:

$$Att_{dB} \geq P_{out} - 10\log(W_{ch}) - Mask - (-174 + NF - 10)$$

$$Att_{dB} \geq 33 - 53 - 71 - (-174 + 6 - 10) = 87 dB$$

Therefore, the filter attenuation must be 87dB at 45 MHz from the carrier frequency which is a rather stringent requirement for RF filters. The insertion losses of the filters have not been taken into account in this calculation. The transmit/receive duplexer filters for mobile terminals must have high-performance with high out-of-band attenuation and a low in-band transmit/receive distortion and insertion loss. It is sometimes necessary to use cavity filters to fulfill the severe filter requirements of the FDD method.

### 1.1.2 TDD

For the TDD method, the antenna is switched alternatively between the transmitter and the receiver. The same frequency band is used for transmission and reception. The transceiver can be simplified because, even if it looks like a full duplex system for the user, the transceiver actually operates in a single mode at a time. The transmitted signal does not interfere with the received signal since transmission and reception are done at different periods of time. Therefore, the RF filter requirements are relaxed. Besides, since the transmission and reception use the same carrier frequency, a single RF filter can be used. However there are some drawbacks in TDD, e.g. the adjacent channel interference is higher than in a FDD scheme.

### 1.1.3 HFDD

In some standards, such as WiMAX, a Half Frequency Division Duplex is possible in order to reduce the cost and size of mobile stations. HFDD systems operate in half-duplex; the transmission and reception are done in separate bands and at separate time periods. This approach allows a single frequency synthesizer to be used and relaxes the constraints on the RF filters.

### 1.2 Filtering of out-of-band blockers and image frequency

RF filters are also used in the receiver to remove the RF band blockers and image frequency.
1.2.1 Blocking signals
The blocking characteristics of the receiver are specified separately for in-band and out-of-band performance. For example, for the GSM 900 standard, these bands are defined by the following frequency ranges for the mobile station: In-band: 915 MHz - 980 MHz and Out-of-band: > 980 MHz - 12 750 MHz.

For a small mobile station, the reference sensitivity should be met when different signals are simultaneously input to the receiver:
- a useful signal, modulated at frequency $f_u$, 3 dB above the reference sensitivity level or input level for reference performance,
- a continuous, static sine wave signal at a frequency $f$ which is an integer multiple of 200 kHz and at a level of 0 dBm out-of-band and -43 dBm, -33 dBm or -23 dBm for $|f - f_i| < 1.6 MHz$, $1.6 MHz < |f - f_i| < 3 MHz$, $|f - f_i| \geq 3 MHz$ respectively.

The FDD WCDMA standard (3GPP, 2005) specifies that the out-of-band blocking characteristics of the receiver should be such that the BER remains smaller than $10^{-3}$ when different signals are simultaneously input to the receiver:
- a useful signal modulated at frequency $f_u$ with a power at -114 dBm (3 dB above the reference sensitivity) and
- a blocking signal with a power equal to -44 dBm, -30 dBm, -15 dBm, at a frequency $f$ in the range [2050 MHz - 2095 MHz], [2025 MHz - 2050 MHz], [1000 - 2 025 MHz] respectively.

1.2.2 Image frequency
In super-heterodyne receivers, the RF filter is used to suppress the image frequency. Indeed, for a given useful RF frequency $f_{RF}$ and a given intermediate frequency $f_{IF}$, it is possible to down-convert the RF frequency to the IF frequency, by mixing the RF signal with a local oscillator at a frequency $f_{LO}$ such that:

$$f_{IF} = |f_{RF} - f_{LO}|$$

As the mixing generates both the difference and the sum frequencies of the input signals plus possibly some other spurious frequencies, the resulting signal is filtered after the mixing by a selective IF filter to select the down-converted signal corresponding to the desired channel. Unfortunately, not only the desired RF frequency will be down-converted to the IF frequency but also the frequency called the “image frequency” $f_{im}$. The image frequency satisfies the same equality and is symmetrical to $f_{RF}$ with respect to $f_{LO}$ and:

$$f_{IF} = |f_{im} - f_{LO}|, \quad f_{LO} = \frac{f_{RF} + f_{im}}{2} \quad \text{and} \quad f_{im} = 2f_{LO} - f_{RF} .$$

Therefore this possible image frequency has to be filtered before the mixer by an RF band-pass filter. Otherwise, if there is some undesirable signal power at the image frequency, at the receiver input, it will add as a noise to the down-converted useful signal.
1.3 Characteristics of some cellular communication and connectivity standards

Many standards exist for wireless communications, including standards for 2G, 3G and beyond 3G cellular systems (e.g. GSM, UMTS, LTE), Wireless Metropolitan Area Networks WMAN (e.g. WiMAX IEEE 802.16), Wireless Local Area Networks WLAN (e.g. Wi-Fi IEEE 802.11a/b/g/n) and Wireless Personal Area Networks WPAN (e.g. Bluetooth IEEE 802.15.1). Most of these are in the frequency range below 6 GHz but some new standards have appeared in the millimeter wave range (60 GHz radio in particular). In the first case, the data rates are in the range of several tens to several hundreds of Mbps and in the second case they can be in the range of several Gbps.

In Table 1 we consider some of the most widely used standards for wireless communications and we give some of their characteristics (for the case of a Mobile Station, uplink) that influence the design of the RF band-pass filters.

<table>
<thead>
<tr>
<th>Standard</th>
<th>Frequency Range (MHz)</th>
<th>Transmission Bandwidth (MHz)</th>
<th>Channel Bandwidth</th>
<th>Duplex scheme / Frequency offset in FDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM 900</td>
<td>890 – 915</td>
<td>25</td>
<td>200 kHz</td>
<td>FDD / 45 MHz</td>
</tr>
<tr>
<td>DCS 1800</td>
<td>1710 – 1785</td>
<td>75</td>
<td>200 kHz</td>
<td>FDD / 95 MHz</td>
</tr>
<tr>
<td>UMTS WCDMA (Band 1)</td>
<td>1920 – 1980</td>
<td>60</td>
<td>5 MHz</td>
<td>FDD / 190 MHz</td>
</tr>
<tr>
<td>UMTS-TDD TD-CDMA</td>
<td>1900 – 1920 and 2010 – 2025</td>
<td>20 and 15</td>
<td>5 MHz at 3.84 Mcps</td>
<td>TDD</td>
</tr>
<tr>
<td>WLAN (802.11 b/g)</td>
<td>2400 – 2483.5</td>
<td>83.5</td>
<td>11 MHz</td>
<td>Half-duplex</td>
</tr>
<tr>
<td>WLAN (802.11a)</td>
<td>5150 – 5350</td>
<td>200</td>
<td>20 MHz</td>
<td>Half-duplex</td>
</tr>
<tr>
<td>WMAN Mobile WiMAX (802.16e)</td>
<td>2300 – 2400</td>
<td>100</td>
<td>Variable (3.5, 5, 7, 8.75, 10 MHz)</td>
<td>Mainly TDD</td>
</tr>
<tr>
<td></td>
<td>2496 – 2690</td>
<td>194</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3300 – 3400</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3400 – 3600</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3600 – 3800</td>
<td>200</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Some parameters of mobile communications standards related to the transmitter

The relative bandwidth, i.e. the ratio between the transmission bandwidth and the central frequency of the RF band-pass filter, for these standards varies between 1 % for UMTS-TDD and 7 % for WiMAX 2496 – 2690 MHz frequency range. The value of the relative bandwidth may influence the choice of the filter technology.

It is clear from Table 1, that a single reconfigurable RF filter could not be used in a multi-radio transceiver and that the necessary RF front end filter bank is quite complex. However tunable RF filters are necessary for reconfigurable multi-radio front-ends that can support several standards and applications. Since not all of the applications are used at the same time, it is interesting to share some RF resources between the different radios in order to reduce the hardware size of the transceiver. Reconfigurable tunable filters are one of the elements that make this possible.
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A challenge is to achieve tunable filters that can be integrated on-die. For an RF band-pass filter, the characteristics that should be tunable or reconfigurable include center frequency, bandwidths, selectivity, pass-band ripple and group delay.

1.4 Case of UWB standard with an MB-OOK transceiver

As seen before, in the case of very wide or ultra wide band communications, it can be useful to split the available frequency bandwidth into several smaller bandwidths by a filter bank. An example of such an approach is the UWB architecture proposed in (Paquelet et al., 2004). UWB wireless systems based on impulse radio have the potential to provide very high data rates over short distances. Fig. 2 represents the spectral mask for UWB systems in Europe.

![Spectral mask for UWB systems in Europe](image)

Fig. 2. Spectral mask for UWB systems in Europe

One of the possible solutions for UWB communication systems is the Multi Band On-Off Keying (MB-OOK) proposed in (Paquelet et al., 2004) which consists of an OOK modulation generalized over multiple frequency sub-bands and associated with a demodulation based on a non-trivial energy threshold comparison. Fig. 3(a) represents the architecture of the UWB MB-OOK transmitter and Fig. 3(b) shows the non-coherent processing in one sub-band of the receiver.

![UWB MB-OOK transmitter architecture](image)

Fig. 3. (a) UWB MB-OOK transmitter architecture. (b) Non-coherent receiver: energy integration for one sub-band of the receiver
In the transmitter architecture, a pulse covering the allowed frequency band is generated with a repetition period $T_r$. The pulse generator is followed by a multiplexer that splits the input signal into $N$ sub-bands. Pulses in each band are filtered and modulated by digital data at a rate $1/T_r$. Then, the modulated signals are combined and amplified before being sent through the UWB antenna.

The receiver architecture is symmetrical to that of the transmitter. It includes a low noise power amplifier (LNA), a splitter, a band-pass filter bank and then in each band, a squarer and an integrator.

Integration time in reception ($T_i$) and repetition time in transmission ($T_r$) are chosen considering the channel delay spread ($T_d$). To avoid inter-symbols interference, the symbol repetition period is chosen so that:

$$T_r > (T_d + T_s + T_f)$$

where $T_s$ is the duration allocated to the symbol waveform and $T_f$ is the duration of the impulse response of one filter of the filter bank. Maximal throughput of the communication system can be estimated by multiplying its number of sub-bands and the pulse repetition rate $1/T_r$ (as long as the repetition time is long enough in comparison).

The splitter and the filter bank are common elements in the transmitter and receiver. The filter bank may be uniform or non uniform (Suarez et al., 2007a) depending on the constraints of the technology. Section 4 will present an example of a filter-bank for this architecture using BAW technology.

### 2. Applications and specifications of RF band-pass filters for Multi-Band reconfigurable transceiver architectures

This section considers the different characteristics of RF band-pass filters required in mobile transceivers. It’s important to emphasize that the precise role and specifications of the RF band-pass filters depend on the regulation, on the standard requirements, on the architecture of the transceiver and also on the duplex scheme as detailed in the first section.

Among the important parameters that can influence RF band-pass filter’s specifications and the choice of the filtering technology are: frequency bands (filter’s central operation frequency), allocated bandwidth (filter’s bandwidth), transmit power (filter’s power handling for the transmitter case), output RF spectrum mask, limit on spurious emission and adjacent channel interference (filter’s out-of-band rejection). Furthermore, low insertion loss, temperature stability and integrability are expected in mobile multi-radio filters.

The central operation frequency depends on the considered standard. As presented in the first section, wireless communication standards such as cellular and connectivity standards or Ultra Wide Band systems have specific frequency allocation. Regulation entities determine the frequency allocation chart and also the maximum output power in each frequency band. This may vary depending on the geographical region or the country. Most of the wireless communication standards are in the frequency range below 6 GHz. Allocated frequency bands determine the filter’s central frequency. This is a key parameter.
to choose the filtering technology which should stand a high maximal operation frequency (up to 6 GHz for multi-radio applications).

The RF filter’s bandwidth is not defined by the channel bandwidth but by the allocated frequency bandwidth. Table 1 presents the different bandwidths of the RF transmission filters in a multi-radio.

In the transmitter case, since the filtering is usually carried out after the power amplification, the RF transmission filters must offer high power handling capability. Input signals may have high power dynamics (e.g. mobile WiMAX or LTE signals) and the maximum power levels may vary up to 33 dBm in the GSM case, for example.

The out-of-band rejection of the filter is generally expressed in dBc (relative power in dB to the carrier). Maximal rejection is specified at a certain frequency offset from the carrier, known as the stop bandwidth and the frequency bandwidth to reach the required attenuation is also specified as the transition bandwidth. For communications standards, the out-of-band rejection is set from the output RF spectrum mask, the limits on spurious emission and the maximal adjacent channel interference expressed by the ACLR or the ACPR (usually considering the most stringent requirements).

An example of the power spectrum mask for mobile WiMAX standard is presented in Fig. 4. This power spectrum mask has not been proposed by the WiMAX IEEE standard but by the European Telecommunications Standards Institute (ETSI, 2003).

![Fig. 4. WiMAX Power Spectrum mask for a high complexity modulation format.](image)

The Power Spectrum mask is defined around the carrier and depends on the channel bandwidth. Recent standards like mobile WiMAX and LTE are very flexible and propose different channel bandwidths, number of carriers and coding and modulation formats for each carrier in order to adapt the transmission to the environment conditions (channel, network, user needs, etc). Power masks illustrate this flexibility, for example the mask of Fig. 4 is proposed just for the case of high complexity modulation format (e.g. 64 states or equivalent), which leads to the most stringent filtering constraints because of the small transition bandwidth.

In order to define the out-of-band rejection of the RF filter, a common practice is to extrapolate the power spectrum mask for a given channel bandwidth to the first and last channels in the allocated frequency band and to establish a new mask covering all the allocated frequency bandwidths.

Another important characteristic of RF band-pass filters is the Insertion Loss (IL) which should be as low as possible to increase the whole architecture power efficiency.
The group delay is another parameter to consider. For a filter’s transfer function \( H(s) \), at real frequencies, with \( s = j\omega \):

\[
H(j\omega) = |H(j\omega)| \cdot e^{j\theta(\omega)} = G(\omega) \cdot e^{j\theta(\omega)}
\]

Where \( G(\omega) \) and \( \theta(\omega) \) are the gain-magnitude, or simply the gain, and the phase components respectively. Group Delay \( \tau(\omega) \) is defined as:

\[
\tau(\omega) = -\frac{\partial \theta(\omega)}{\partial \omega}
\]

The group delay is expected to be constant in the whole filter’s bandwidth.

EVM is typically measured at the receiver and constitutes a common indicator of signal information integrity. The maximum accepted EVM is usually given by the communications standards and in the case of WiMAX and LTE, a table with EVM values for different modulations and coding rates is established, e.g. in mobile WiMAX EVM limit is -30 dB (3.16%) for a 64-QAM (3/4) modulation (IEEE, 2005). The EVM is calculated observing all the imperfections of the transmission chain blocks. Therefore, the maximum acceptable group delay and in-band ripple of the filter depend on this EVM value and on the imperfections generated by all the other blocks of the architecture.

Finally, as size and cost are critical parameters for manufacturers, it is very often required to use a filtering technology that enables integration.

# 3. Available filtering technologies: advantages and trade-offs

## 3.1 Available technologies

The most notable RF filtering technologies include LC filters, ceramic filters, surface acoustic wave (SAW) filters, bulk acoustic wave (BAW) filters and low temperature co-fired ceramic (LTCC) filters.

LC filters can support high frequencies and can be integrated as a SoC. However, their main drawback is that they require too much area and can offer only a limited quality factor (Q). Ceramic filters offer low IL (about 1.5 - 2.5 dB), high out-of-band rejection (> 35 dB) and low cost. On the other hand the large size of ceramic filters significantly penalizes the integration.

SAW filters are smaller than LC and ceramic filters, but have limitations in the frequency domain (up to 3 GHz). Depending on the application, their maximum output power rating could also be insufficient (up to 1 W). Typical IL varies between 2.5 and 3 dB and out-of-band rejection can reach up to 30 dB. The main drawback is that SAW filters are not compatible with silicon integration.

LTCC is a multi-layer technology that offers integration of high Q passive components along with low IL, high maximal operation frequency and acceptable out-of-band rejection. LTCC filters are smaller than LC and ceramic filters and can be integrated as SIP.

BAW filters use Film Bulk Acoustic Resonators (FBAR) that are characterized by a high quality factor Q. Moreover, they have low IL (1.5 - 2.5 dB), significant out-of-band rejection (≈ 40 dB) and high maximal operation frequency (up to 15 GHz). BAW filters can also deal with high output power (3 W). They are CMOS compatible and can be integrated “above IC”.

---

CMOS-SOI technology evolution allows today to consider LC filters implementation. Indeed, the achievements in terms of quality factor are significantly improved compared to Si technologies.

## 3.2 SAW Technology

SAW technology is based on the use of surface acoustic waves in a piezoelectric material. Acoustic waves propagate at a speed lower than electromagnetic waves (\( \frac{c_{SAW}}{c_{EM}} \approx 1 \) and \( \frac{c_{SAW}}{c_{EM}} < 10^{-3} \) depending on the substrate used). This reduces the filter’s size (\( \frac{f_v}{\lambda} \)).

The Fig. 5 shows the basic structure of a SAW filter. Piezoelectric material choice, usually quartz, is important because it determines the propagation speed of the acoustic wave.

![Fig. 5. Basic structure of a SAW filter.](image)

The major drawbacks of the SAW technology are the operating frequency (<3 GHz), the significant insertion losses and the power handling (<1W). It is possible to perform filtering functions involving more complex cells, using, for example, ladder topologies:

![Fig. 6. (a) Ladder topology. (b) Example of a SAW filter in ladder topology](image)

## 3.3 BAW Technology

### 3.3.1 Principle

The basic element of the BAW device is the thin film resonator which is very similar to a basic quartz crystal scaled down in size. A piezoelectric film is sandwiched between two metal films as shown in Fig. 7.
CMOS-SOI technology evolution allows today to consider LC filters implementation. Indeed, the achievements in terms of quality factor are significantly improved compared to Si technologies.

**3.2 SAW Technology**

SAW technology is based on the use of surface acoustic waves in a piezoelectric material. Acoustic waves propagate at a speed lower than electromagnetic waves ($v_{SAW} \approx 3 \text{ km/s}$ and $v_{EM} < 3 \cdot 10^9 \text{ km/s}$ depending on the substrate used). This reduces the filter’s size ($\lambda = \frac{v}{f}$).

The Fig. 5 shows the basic structure of a SAW filter. Piezoelectric material choice, usually quartz, is important because it determines the propagation speed of the acoustic wave.

![Fig. 5. Basic structure of a SAW filter.](image)

The major drawbacks of the SAW technology are the operating frequency (<3 GHz), the significant insertion losses and the power handling (<1W). It is possible to perform filtering functions involving more complex cells, using, for example, ladder topologies:

![Fig. 6. (a) Ladder topology. (b) Example of a SAW filter in ladder topology](image)

**3.3 BAW Technology**

**3.3.1 Principle**

The basic element of the BAW device is the thin film resonator which is very similar to a basic quartz crystal scaled down in size. A piezoelectric film is sandwiched between two metal films as shown in Fig. 7.
Fig. 7. BAW technology principle

The key properties of the BAW resonator are chosen to store the maximum acoustic energy within the structure, achieving a high electrical $Q$. The boundary conditions outside of the metal films must maintain a very high level of acoustic reflection with a vacuum being the ideal interface. The materials chosen must optimize both electrical and mechanical properties. Although there are many piezoelectric materials, Aluminium Nitride (AlN) has been established as the best balance of performance, manufacturability, and reliability. The metal films range from Al, which offers the best performance with limited power handling, to Mo or W which offer high power handling with the cost of additional resistivity losses. The resonant frequency ($f_r$) is inversely proportional to the film thicknesses with both, the metal and piezoelectric dielectric, contributing to the resonant point. 

$$f_r = \frac{v}{2d}$$

where $v$ is the acoustic material velocity and $d$ is the thickness of the piezoelectric material. BAW technology using AlN piezoelectric material allows frequency operation up to 15 GHz.

3.3.2 Resonator modeling

The Butterworth Van Dyke (BVD) model is an electric circuit model that characterizes FBAR resonators. The BVD equivalent circuit of the resonator is shown in Fig. 8.

Fig. 8. FBAR resonator – BVD model.

The resonator is in the form of a simple capacitor, having a piezoelectric material as the dielectric layer and suitable top and bottom metal electrodes. The simplified equivalent circuit of the piezoelectric resonator has two arms. $C_p$ is the geometric capacitance of the structure. The $R_s$, $L_s$, $C_s$ branch of the circuit is called the "motional arm," which arises from mechanical vibrations of the crystal. The series elements $R_s$, $L_s$, $C_s$ are controlled by the
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The key properties of the BAW resonator are chosen to store the maximum acoustic energy within the structure, achieving a high electrical $Q$. The boundary conditions outside of the metal films must maintain a very high level of acoustic reflection with a vacuum being the ideal interface. The materials chosen must optimize both electrical and mechanical properties. Although there are many piezoelectric materials, Aluminium Nitride (AlN) has been established as the best balance of performance, manufacturability, and reliability. The metal films range from Al, which offers the best performance with limited power handling, to Mo or W which offer high power handling with the cost of additional resistivity losses. The resonant frequency ($f_r$) is inversely proportional to the film thicknesses with both, the metal and piezoelectric dielectric, contributing to the resonant point.

$$dvfr^2 = (9)$$

where $v$ is the acoustic material velocity and $d$ is the thickness of the piezoelectric material.

BAW technology using AlN piezoelectric material allows frequency operation up to 15 GHz.

3.3.2 Resonator modeling

The Butterworth Van Dyke (BVD) model is an electric circuit model that characterizes FBAR resonators. The BVD equivalent circuit of the resonator is shown in Fig. 8.

The resonator is in the form of a simple capacitor, having a piezoelectric material as the dielectric layer and suitable top and bottom metal electrodes. The simplified equivalent circuit of the piezoelectric resonator has two arms. $C_p$ is the geometric capacitance of the structure. The $R_s$, $L_s$, $C_s$ branch of the circuit is called the "motional arm," which arises from mechanical vibrations of the crystal. The series elements $R_s$, $L_s$, $C_s$ are controlled by the acoustic properties of the device and they cause the motional loss, the inertia and the elasticity respectively. These parameters can be calculated from equations presented in Fig. 8. $\varepsilon_r$ is the material’s relative permittivity (10.59 for the AlN), $k_t^2$ is the electromechanical coupling constant (6% for the AlN), $V_a$ is the acoustic material velocity (10937 for the AlN), $A$ is the surface area of the electrodes, $d$ is the thickness of the piezoelectric material, and $Q$ is the quality factor. $w_s$ and $w_p$ correspond to a $2\pi$ multiple of the resonance ($f_s$) and anti-resonance ($f_p$) frequencies of the resonator. Thickness of series and shunt resonators may be different; $d_1$ and $d_2$ refer to the thickness of the series and the shunt resonator respectively. The frequency response of the FBAR resonator depends on the thickness of the thin piezoelectric film. The Fig. 9 shows an example of resonator frequency response.

Fig. 9. FBAR resonator frequency response.

3.3.3 Filter’s design principle

The filter’s design is done by association of resonators. This is performed using two topologies: ladder and lattice topologies (Fig. 10). The filter’s responses will be different both in terms of rejection and ripple in the band.

Fig. 10. Ladder and lattice topologies and filter’s response.
An important parameter defining the filter bandwidth is the value of the difference between resonance frequency and anti resonance frequency. This value depends on the physical material properties.

In the case of the ladder topology design, the basic principle is to combine two resonators of different thicknesses, one serial and one parallel. The maximum bandwidth is determined by the material. The electrode’s surfaces adjust impedances (Fig. 11).

![Figure 11. Magnitude impedance of a series and a shunt FBAR resonator.](image)

The series and the shunt resonators form a stage. In order to achieve the required frequency response and out-of-band rejection, particular stages are put together to build cascades. Each additional stage (a couple of series-shunt resonators) increases the filter order by one. Therefore, a six resonators ladder filter is a third order filter. Fig. 12 shows the evolution of the filter’s frequency response according to the number of stages.

![Figure 12. Influence of the number of stages in the filter’s frequency response.](image)
Ladder filters are single ended, while lattice filters are double ended. If the filter output is at the antenna input, the ladder topology may be preferred to the lattice topology due to unbalanced signal effects.

Only two parameters need to be optimized in order to design a band-pass filter. These parameters are the area $A$ (expressed as $l \times l$) and the resonator thickness ($d_1$ and $d_2$).

An example of a WiMAX filter in the 3.6 - 3.8 GHz frequency band was proposed in (Suarez et al., 2008). The emission filter in this case has a bandwidth of 200 MHz (Fig. 13). The out-of-band rejection is 50 dB at twice the channel bandwidth (20 MHz from the edge for a 10 MHz channel) and has been fixed from the power spectrum mask presented in Fig. 4.

<table>
<thead>
<tr>
<th>Stage</th>
<th>$L_{\text{serie}}$ [μm]</th>
<th>$L_{\text{shunt}}$ [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>122</td>
<td>87</td>
</tr>
<tr>
<td>2</td>
<td>102</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>113</td>
<td>107</td>
</tr>
<tr>
<td>4</td>
<td>124</td>
<td>117</td>
</tr>
<tr>
<td>5</td>
<td>136</td>
<td>128</td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>142</td>
</tr>
<tr>
<td>7</td>
<td>168</td>
<td>132</td>
</tr>
</tbody>
</table>

**Insertion Losses** | 3.06 dB  
**Rejection** | 49.03 dB

Fig. 13. $[S_{21}]$ parameter of a WiMAX RF filter using BAW technology (7th order ladder).

### 3.3.4 Manufacturing technologies

There are essentially two main families of technologies for achieving the BAW filters:
- FBAR technology
- SMR technology (Solidly Mounted Resonator)

For FBAR technology, Fig. 14 shows two processes:

![FBAR processes](image)

Fig. 14. FBAR processes: (a) Substrate etching (b) Substrate micro-machining.

The FBAR technology advantages are:
- a power confined to the piezoelectric material, therefore, lower losses  
- low number of layers to achieve  
- integration in SOC technology

The drawbacks are:
- membrane’s fragility  
- process complexity  
- thermal dissipation

SMR technology uses a Bragg reflector as presented in Fig. 15.
Fig. 15. SMR technology - Bragg reflector.

The SMR technology advantages are:
- the possibility to process “stand alone” BAW
- good thermal dissipation in the reflector’s layers

The drawbacks are:
- more important losses
- a larger number of layers

3.3.5 BAW filter’s tuning
The main drawback of BAW filters (such as SAW filters) is the complexity of achieving frequency tuning. It’s still possible to move the series or parallel resonance frequency using varactors. This allows a tuning of 1% of the relative bandwidth. It is also possible to use inductors (active inductors or MEMS). In this case, tunability can reach 5% of the relative bandwidth. These techniques are mostly used to achieve a post-process tuning.

4. RF band-pass filters for transmitters: implementation examples.

4.1 RF filter bank for an UWB Multi-Band On-Off Keying transceiver
This example is related to the RF band-pass filter bank in an UWB OOK architecture as described in section 1.4. In such an architecture the filter bank is a common element in transmitter and receiver. A filter bank is uniform if all the band-pass filters have the same bandwidth. In the MB-OOK architecture, the filter bank may be uniform or non uniform (Suarez et al., 2007a) depending on the constraints of the technology.

A good value of relative bandwidth (i.e. the ratio between the transmission bandwidth and the central frequency of the RF band-pass filter) for AlN BAW technology is 3%. A filter bank where all the band-pass filters keep the same relative bandwidth leads to the conception of a non uniform filter bank. The example presented in this section validates by simulations the viability of using a non-uniform filter bank (AlN BAW technology) in MB-OOK UWB applications.

The filters distribution in the frequency band between 6 GHz and 8.5 GHz (Fig. 2) is calculated for a relative bandwidth of 3%. It leads to a filter bank of 10 filters. A higher number of sub-bands would allow the system to reach higher throughput. Nevertheless, the required electronic components (filters, switches, combiners, isolators) also result in increased active surface, power losses and higher power consumption. Therefore, there is a trade-off between throughput and system complexity. A ten filter configuration offers a throughput of 125 Mbps over Non Line Of Sight (NLOS) conditions, a reasonable number of sub-bands and a suitable relative bandwidth for AlN BAW filters design (Suarez et al., 2007a).
Measurements and simulations in (Diet et al., 2005) established that the Cauer or elliptic filter behavior is a good approximation to the BAW filter response. Therefore, Cauer filters were used in simulations. The band pass ripple and the out-of-band attenuation of each band-pass filter is chosen for maximal attenuation between sub-bands with the purpose of reducing the intersymbol interference in reception. Simulated filters in this filter bank are order 5 filters. Each filter has 40 dB of out-of-band rejection and less than 2.5 dB of in band ripple; as the MB-OOK architecture is based on energy detection, the values of ripple less than 3dB have been considered acceptable.

Fig. 16 presents the frequency response of the first filter of the filter bank simulated with a BVB model and without the Cauer approximation (Suarez et al., 2007b).

![Fig. 16. Frequency response of the first filter of the filter bank.](image)

Fig. 17 presents simulation results in time and frequency of the transmitter architecture presented in Fig. 3a including the non-uniform filter bank.

![Fig. 17. UWB MB-OOK transmitter simulation results (a) Time (b) Frequency.](image)

The duration of the filter impulse response can be longer than the channel delay spread. Thereby, the throughput depends on the channel conditions and also on the filter’s response. This conclusion has been previously stated in Eq. 6. Performances of the simulated
architecture validate the viability of using a non-uniform filter bank of AlN BAW
technology in a MB-OOK UWB transmitter: for a maximal mean error probability of $10^{-5}$,
the covered distance is 3.3m on the LOS case and 1.9 m on the NLOS case (Suarez et al.,
2007a).

4.2 RF filter bank for a multi-radio transmitter
This example deals with a BAW RF filter bank of a multi-radio transmitter in the 800 MHz -
6 GHz frequency band. Considered communications systems include cellular phone and
Wireless LANs and MANs in Europe. BAW band-pass filters are designed with AlN FBARs.
Filter bank design is based on the parameters defined by the regulations (allocated
frequency bands, power spectrum mask, etc.). Results presented correspond to simulations
on Agilent Advanced Design System (ADS).

4.2.1 GSM
Global System for Mobile communications operates in the frequency band between 890 –
915 MHz in Uplink and 935 – 960 MHz in downlink (ETSI, 1999b). The emission filter then
has a bandwidth of 25 MHz and a central frequency of 902.5 MHz. Out of band rejection
must be 90dB. The transmission response of the GSM designed filter is presented in Fig. 18.
The thickness of the series resonators is 6.059 µm and the thickness of the shunt resonators is
6.205µm. Fig.18 summarises the resonator’s surface areas. The reached rejection is 89 dB and
insertion losses are less than 2.3dB.

4.2.2 DCS 1800 MHz
Digital Cellular Systems operate in the frequency band between 1710 - 1785 MHz in Uplink
and 1805 - 1880 MHz in downlink. The filter should have a bandwidth of 75 MHz and a
central frequency of 1747.5 MHz. Out of band rejection is 89 dB and insertion losses are less
than 2.1 dB. Fig. 19 summarises the resonator’s surface areas and the transmission response
of the filter.
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Fig. 19. Response of a 7th order T ladder filter (DCS).

4.2.3 UMTS and LTE
Universal Mobile Telecommunication Systems operate in the frequency band between 1920 and 1980 MHz (3GPP, 2006). This is also one of the frequency bands allocated to the Long Term Evolution (LTE) standard. The emission filter should have a bandwidth of 60 MHz and a central frequency of 1950 MHz. Out of band rejection must be -50 dB. The transmission response of the UMTS designed filter is presented in Fig. 20. The thickness of the series and shunt resonators are 2.793 µm and 2.881 µm respectively. The resonators’ surface areas are summarised in Fig. 20. The reached rejection is 60 dB and insertion losses are less than 5 dB across the whole frequency band.

Fig. 20. Response of a 3rd order T ladder filter (UMTS).

4.2.4 WLAN (802.11b/g)
IEEE 802.11b and 802.11g standards establish specifications for wireless connectivity within a local area network in the 2.4 - 2.483 GHz frequency band (IEEE, 1999a and 1999b). The emission filter has the same specifications for the two standards: a bandwidth of 83.5 MHz and a central frequency of 2441.5 MHz. Out of band rejection must be -50 dB. The transmission response of the WLAN designed filter is presented in Fig. 21. The thickness of the series and shunt resonators are 2.233 µm and 2.291 µm respectively. Fig. 21 summarises the resonator’s surface areas.
Fig. 21. Response of a 5th order T filter (2.4 GHz WLAN).

The reached rejection is 50 dB and insertion losses are less than 2.1 dB across the whole frequency band.

4.2.5 WLAN (802.11a)
The IEEE 802.11a standard establishes specifications for wireless connectivity within a local area network in the 5.150 – 5.350 GHz frequency band in Europe (IEEE, 1999c). The emission filter should have a bandwidth of 200 MHz and a central frequency of 5250 MHz. Out of band rejection must be -40 dB. The transmission response of the WLAN designed filter and the resonator’s surface areas are presented in Fig. 22.

The thicknesses of the series and shunt resonators are 1.039µm and 1.070µm respectively. The reached rejection is 43 dB and insertion losses are less than 2.2 dB across the whole frequency band.

Fig. 22. Response of a 4th order T filter (5 GHz WLAN).

4.2.6 WMAN (802.16e)
The IEEE 802.16e standard supports operation of wireless metropolitan area networks in licensed frequency bands below 11 GHz (IEEE, 2005). In Europe, the 3.6 – 3.8 GHz frequency band is one of the bands allocated to mobile WiMAX. The emission filter, in this case, should have a bandwidth of 200 MHz and a central frequency of 3700 MHz. Out of band rejection
must be -50 dB (ETSI, 2003). The transmission response of the WiMAX designed filter has already been presented in Fig. 13.

In the example presented in this section each band-pass filter has been considered independently. It is a first approach of multi-radio filter bank. The drawback of assembling 2 or more BAW filters on the board is that it requires space for chip positioning. Unitary manipulation of BAW filters is time and cost consuming. The trend is going towards a duplexer (or multiplexer) module and providing a single BAW chip with 2 or more filters (Reinhardt et al., 2009).

### 4.3 Other examples of RF band-pass BAW filters

This section presents some examples of band-pass filters obtained with FBAR and SMR BAW resonators for radiofrequency microelectronics applications within some European projects.

The MARTINA European project (ended in 2005) was about the design and implementation of an RF front-end for WCDMA applications using an above-IC BAW band-pass filter (SoC integration). This project validated the monolithic integration of active and passive devices on the same wafers. A filter resulting of the MARTINA European project is a stand-alone filter designed for the RX chain of a WCDMA mobile phone, and fabricated at the wafer level above BiCMOS active integrated circuits (Kerherve et al., 2006). It is a FBAR filter with 8 resonators in double lattice topology. The measured IL is -3.5dB over the 60 MHz measured bandwidth. The TX-band rejection is lower than -50 dB.

![Fig. 23. FBAR Filter (a) Transmission and reflection coefficients. (b). Broadband of S21](image-url)

The MIMOSA European project dealt with developing a technological platform for embodiment of various RF functions, sensors and microsystems for Ambient Intelligent applications in a mobile-phone centric approach. It proposed a SiP integration to make an ISM-band wake-up radio receiver using a selective low-noise amplifier (LNA). A modular approach was applied to an ISM-band receiver, where a stand-alone SMR-type BAW double-lattice filter was wire-bonded with CMOS LNA on the same PCB (a major differentiation to Above-IC approach). The differential BAW filter covers the whole ISM band from 2.4 to 2.48 GHz, with 3dB insertion loss and 40 dB out-of-band and image
rejection. It is a double-stage lattice SMR-type BAW filter. The fabricated filter has IL of -4dB, bandwidth of 70 MHz and rejection of -36dB (Kerherve et al., 2006).

Another European project is the MOBILIS European project. The objective of the MOBILIS project is to develop a robust and cost-effective integrated high-power RF filtering technology and demonstrate the feasibility of a mixed SoC (nanometric CMOS/system integration) and SiP (BiCMOS/power-BAW) RF power transmitter. The targeted transmitter is based on a Digital Radio transmitter architecture and addresses both the WCDMA and DCS standards. An UMTS BAW filter designed and implemented in this project is presented in Fig. 24.

![Image of UMTS band-pass filter proposed in the MOBILIS European project (Kerherve, 2009).](image)

**5. Conclusion**

This chapter presented the interest of RF band-pass filters in the actual communications context. Specifically, the importance of the RF filter in the mobile transceivers and the band-pass RF filters requirements at the front-end of a mobile transmitter have been described. Some different available filtering technologies have been considered as well and their advantages and trade-offs have. The potential of BAW technology for RF band-pass filters is highlighted. Two RF BAW filters applications proposed by the authors have been described, one for an UWB application and the other one for a multi-radio system. Other examples of RF band-pass filters designed and fabricated within some European Projects have also been presented. All these implementation examples probe the interest of using BAW technology for wireless transceivers for communications. The actual trend is going towards duplexer (or multiplexer) modules and providing a single BAW chip with 2 or more filters. Filter’s reconfigurability is also a research subject.
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1. Introduction

Spectrally efficient linear modulation techniques are used in the third generation systems and their performance is strongly dependent on the linearity of the transmission system. Also, the efficiency of the amplifier to be used has to be maximized, which means that it must work near saturation. Newer transmission formats, with wide bandwidths, such as multi carrier wideband code division multiple access (WCDMA), wireless local area network (WLAN), worldwide interoperability for microwave access (WiMAX), are especially vulnerable to PA nonlinearities, due to their high peak-to-average power ratio, corresponding to large fluctuations in their signal envelopes. In order to comply with spectral masks imposed by regulatory bodies and to reduce BER, PA linearization is necessary. A number of linearization techniques have been reported in recent years (Cripps, 1999; Kennington, 2000; Kim & Konstantinou, 2001; Wright & Durtler 1992; Woo, et al. 2007; Nagata, 1989). One technique that can potentially compensate for power amplifier (PA) nonlinearities in such an environment is the adaptive digital predistortion technique. The concept is based on inserting a non-linear function (the inverse function of the amplifier) between the input signal and the amplifier to produce a linear output. The digital predistortion (DPD) requires to be adaptive because of variation in power amplifier nonlinearity with time, temperature and different operating channels and so on. Another limitation of predistortion is the dependence of amplifier’s transfer characteristic’s on the frequency content of the signal or defined as changes of the amplitude and phase in distortion components due to past signal values, that is called memory effects. The memory effects compensation is an important issue of the DPD algorithm in addition to correction of power amplifier (PA) nonlinearity especially when the signal bandwidth increases. Many studies are involved in this technique but many of them suffer from limitations in bandwidth, precision or stability (Cavers, 1990; Wright & Durtler 1992; Nagata, 1989).

In this research a new technique of adaptive digital predistortion that is the combination of two techniques, the gain based predistorter (Cavers, 1990) and memory polynomial model...
(Ding, et al. 2004) is presented. Both previous techniques have demonstrated acceptable results but both have disadvantages. In memory polynomial predistortion the complexity of extracting the coefficients of predistortion function decrease the capability of linearization and so it needs to apply other method like (Raich, et al. 2003) for implementing it. In complex gain predistortion method (Cavers, 1990) the memory effects that cause dynamic AM-AM and AM-PM are not considered. So here the main objective is not only to demonstrate the capability of this new method to overcome for such disadvantages, but also to show that with applying this technique all the memory contents of power amplifier that is modeled with memory polynomial is compensated. for validating this technique several simulations are applied. The adaptation is based on linear convergence method in the simulations. For simplicity the effects of the quadrature modulator and demodulator and A/D and D/A is not considered. The LUT size is 10 bit and addressing the LUT is based on the input amplitude. It will be shown that with applying this method all the memory contents of the power amplifier especially the one that cause dynamic AM/AM and AM/PM are compensated. Simulation and results are examined based on Motorola’s MRF1806 1.9 GHz LDMOS PA with 13 dB gain and 60W output power. To demonstrating the results several tests are shown with Mobile WiMAX signal. Finally the actual power amplifier from Mini Circuit ZVE-8G with 30 dB gain is used and tested with agilent equipments to verify the proposed algorithm.

2. Predistortion technique

Fig. 1 shows a block diagram of the adaptive digital predistortion (Cavers, 1990). A fully adaptive digital predistortion system requires the addition of a predistortion circuit consisting of a digital predistorter and look up table (LUT) to the transmission path in addition to a feedback path consisting of a demodulator, analog to digital converter (ADC) and adaptation circuit for updating the LUT. The block diagram assumes that all components of the system except the predistorter and high power amplifier (HPA) have a linear response and hence can be ignored in the analysis. In this paper also these effects are ignored. The predistorter is equivalent to a nonlinear circuit with gain expansion response that inverse of the power amplifier gain compression AM/AM (Amplitude dependent gain) and a phase rotation that is the negative of the Power Amplifier phase rotation AM/PM (Amplitude Dependent Phase Shift). In this figure \( x(n) = I + jQ \) is the quadrature modulated input signal and \( v_f(n) \) is the quadrature demodulated feedback signal. These signals are sampled synchronously, and their values are used to generate a predistortion vector function \( F[x(n)^2] \) which is stored in polar or rectangular form in a look-up table (LUT). The input signal \( x(n) \) is predistorted according to \( F[|x(n)|^2] \), so that the predistorted signal \( v(n) \) produced the linearized output from the RF amplifier. Here the LUT is 10bit and the absolute of input signal is used for addressing it. The main objective of this paper is to study the electrical memory effects that cause dynamic memory effects (ku & McKinley, 2002). The previous studies (Wangnyong, et al. 2004; Bosch & Gatti, 1989; Morgan, et al. 2006) were all restricted to calculation of the coefficients of the power amplifier. This way
needs a lot of computation and therefore takes a lot of processor time and also never can be implemented when the number of coefficients increases.

Fig. 1. Adaptive digital predistortion block

The technique that is proposed here doesn’t have that drawback. It even claims that can linearized the dynamic memory effects in wideband applications. This method will be discussed in details in section III. One of the other important things in studying the predistortion method is that the predistortion attempts to add 3rd and 5th order intermodulation products to the input signals that cancels out the 3rd and 5th order intermodulation products added by the PA, thus the bandwidth of the predistorted signal must be three times greater than the bandwidth of the input signals to be able to represent up to 5th order intermodulation products. In the real world the predistorted signals are fed into a DAC and then low pass filtered at the Nyquist rate (half the input sample rate), the predistorted signal must have a sample rate of at least six times that of the original input signals. Thus in simulations the input signals are interpolated by a factor of six before being fed into the predistorter. In the next section the new technique of predistortion is discussed.

3. Complex gain predistortion

Fig. 2 shows the predistortion function $F(|x(n)|^2)$ that cascades with power amplifier that has shown with $G(|v(n)|^2)$ function. $F(|x(n)|^2)$ and $G(|v(n)|^2)$ are complex gain functions of predistortion and power amplifier.

Fig. 2. Cascade of predistortion and power amplifier
As proposed in (Ding, et al. 2004) the equivalent discrete baseband PA model considering memory effects and baseband nonlinearity can be represented with a memory polynomial model which is a special case of Volterra series as below:

\[
y(n) = \sum_{k=1}^{K} \sum_{q=0}^{Q} a_{kq} v(n-q) |v(n-q)|^{2(k-1)}
\]  

(1)

where \(v(n)\) is the discrete input complex signal of power amplifier after predistortion block and \(y(n)\) is the discrete output complex envelope signal. \(K\) is the order of nonlinearity and \(Q\) is the memory length.

This model considers only odd-order nonlinear terms due to bandpass nonlinear characteristics that cause intermodulation distortion. In (1) \(v(n)\) also can be represented as below:

\[
v(n) = x(n) F_x[n]
\]  

(2)

where \(x(n)\) is the discrete input complex and \(F_x[n]\) is the complex gain of the predistortion block. Equation (1) can be simplified as below:

\[
y(n) = \sum_{q=0}^{Q} v(n-q) \sum_{k=1}^{K} a_{kq} |v(n-q)|^{2(k-1)}
\]  

(3)

Where the function \(G_q(|v(n-q)|^2)\) can be represented as:

\[
G_q(|v(n-q)|^2) = \sum_{k=1}^{K} a_{kq} |v(n-q)|^{2(k-1)}
\]  

(4)

Then (3) is as below:

\[
y(n) = \sum_{q=0}^{Q} v(n-q) G_q(|v(n-q)|^2) = v(n)G_0(|v(n)|^2) + v(n-1)G_1(|v(n-1)|^2) +...
\]  

(5)

This equation demonstrates that the memory contents of the power amplifier are not only appeared in the coefficients \(a_{kq}\) of the (1), but it also can be shown as the complex function, which means that the memory effects are appeared in the function \(G_q(|v(n)|^2)\). Previous efforts only tried to extract the \(a_{kq}\) to compensate for such memory effects but here it will be shown that without having the coefficients also the memory effects can be compensated and even the compensation is better and includes all the memory (Varahram, et al. 2009).

From (2) for finding the function \(F_x[n]\), first it is assumed that \(Q=0\) or the power amplifier is memoryless thus from (5) it can be concluded:

\[
y(n) = v(n)G_0(|v(n)|^2)
\]  

(6)
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As proposed in (Ding, et al. 2004) the equivalent discrete baseband PA model considering memory effects and baseband nonlinearity can be represented with a memory polynomial model which is a special case of Volterra series as below:

$$y(n) = \sum_{q=0}^{Q} v(n- q) G_q ||v(n)||^2$$

where $v(n)$ is the discrete input complex signal of power amplifier after predistortion block and $y(n)$ is the discrete output complex envelope signal. $K$ is the order of nonlinearity and $Q$ is the memory length.

This model considers only odd-order nonlinear terms due to bandpass nonlinear characteristics that cause intermodulation distortion. In (1) $v(n)$ also can be represented as below:

$$2v(n) = x(n) F[x(n)]$$

where $x(n)$ is the discrete input complex and $F[x(n)]$ is the complex gain of the predistortion block. Equation (1) can be simplified as below:

$$y(n) = v(n- q) a v(n- q)$$

Where the function $2qG(v(n- q))$ can be represented as:

$$G[v(n)] = a v(n)$$

Then (3) is as below:

$$y(n) = v(n)G[v(n)] = v(n-1)G[v(n-1)] + ..$$

This equation demonstrates that the memory contents of the power amplifier are not only appeared in the coefficients $kq$ of the (1), but it also can be shown as the complex function, which means that the memory effects are appeared in the function $2qG[v(n)]$. Previous efforts only tried to extract the $kq$ to compensate for such memory effects but here it will be shown that without having the coefficients also the memory effects can be compensated and even the compensation is better and includes all the memory (Varahram, et al. 2009).

From (2) for finding the function $2F[x(n)]$, first it is assumed that $Q=0$ or the power amplifier is memoryless thus from (5) it can be concluded:

$$2^0y(n) = v(n)G[v(n)]$$

Where $G$ is the linear gain of power amplifier.

replacing (5) in (7) then:

$$y(n) = \sum_{q=0}^{Q} v(n- q) G_q ||v(n)||^2 = Gx(n)$$

With assuming $Q=0$ and replacing the $v(n)$ in (6) and with considering that the quadrature modulator is a perfect unity gain device the optimum predistorter characteristic, denoted by $F[x(n)]$, would satisfy:

$$x(n)F[x(n)]G[v(n)] = Gx(n)$$

Then the optimum value of the predistortion complex gain is calculated from below iterative equation:

$$F_{i+1}[x(n)] = F_i[x(n)] - \frac{F_i[x(n)]}{v(n)G_o[||v(n)||^2]} V_{err}(n)$$

where

$$V_{err}(n) = y(n) - Gx(n)$$

Now assume that the power amplifier includes one memory or $Q=1$ then after some simplification, equation below will be generated:

$$21^2v(n-1)G[v(n-1)]F(x(n)) = -G[v(n)]x(n)G[v(n)]$$

The second fraction of (12) indicates the memory effects of the power amplifier. If Q increases then the elements in (12) also will increase.

The iterative solution for (12) is:

$$F_{i+1}[x(n)] = F_i[x(n)] - \frac{F_i[x(n)]}{v(n)G_o[||v(n)||^2]} V_{err}(n) + \frac{F_i[x(n)]v(n-1)G_i[||v(n-1)||^2]}{v(n)G_o[||v(n)||^2]}$$

This equation can be simplified as below:
\[ F_{i+1}(\|x(n)\|^2) = F_i(\|x(n)\|^2) - \frac{F_i(\|x(n)\|^2)}{v(n)G_o[\|v(n)\|^2]} V_{\text{error}}(n) + \]
\[ \frac{v(n-1)G_o[\|v(n-1)\|^2]}{G_o[\|v(n)\|^2]} \left( \frac{1}{x(n)} \right) = F_{i+1}(\|x(n)\|^2) = F_i(\|x(n)\|^2) - \frac{F_i(\|x(n)\|^2)}{v(n)G_o[\|v(n)\|^2]} V_{\text{error}}(n) \] (14)

The function \( F[\|x(n)\|^2] \) in (14) is similar to (10) when the power amplifier has no memory. This formula can be extended to more memory and is still valid. Simulations and results will prove the validity of this equation later. Memory polynomial method was very complicated and it couldn't calculate all the coefficients in the Volterra series and only could compensate for 2 or 3 memory length but this method proves that it can compensate all the memory contents of the power amplifier.

The important parameter in (14) is the gain factor which is the only difference between (10) and (13) and it is the \( F[\|x(n)\|^2] \) over \( v(n)G_o[\|v(n)\|^2] \). In the case of having memory, \( G_o[\|v(n)\|^2] \) can not be found and also (6) can not be assumed except the case of memoryless power amplifier. As it is shown in (Ding, et al. 2004; Wright & Dutler, 1992) the gain factor can be a constant number between zero and one and it indicates the stability and convergence rate. If the gain factor sets to the larger value then the convergence is faster but the probability of convergence is low. For controlling and making the convergence slower and reach to the highest linearity especially at saturation point, (13) is as below:

\[ F_{i+1}(\|x(n)\|^2) = F_i(\|x(n)\|^2) - \frac{F_i(\|x(n)\|^2)}{v(n)G_o[\|v(n)\|^2]} V_{\text{error}}(n) \] (15)

In (Cavers, 1990) \( \alpha \) is a constant between 0 and 1. This parameter indicates the convergence rate and stability and its value should be allocated with considering the linearity requirements. In (Cavers, 1990) the condition for convergence of (15) is shown. For calculating the function \( F[\|x(n)\|^2] \) in (15) first the error vector should be calculated and then the gain factor which involves the division and then these values multiply together and with consider that \( F[\|x(n)\|^2] \) is initially one then after some iteration the optimum value will be found.

Finding the appropriate gain factor is possible in two different ways:

**Case 1:**
The parameter \( v(n)G_o[\|v(n)\|] \) in the gain factor is the power amplifier output without memory and it can be modeled with the block diagram in Fig. 3.
The function $F[x(n)]$ in (14) is similar to (10) when the power amplifier has no memory. This formula can be extended to more memory and is still valid. Simulations and results will prove the validity of this equation later. Memory polynomial method was very complicated and it couldn’t calculate all the coefficients in the Volterra series and only could compensate for 2 or 3 memory length but this method proves that it can compensate all the memory contents of the power amplifier.

The important parameter in (14) is the gain factor which is the only difference between (10) and (13) and it is the $\frac{2}{0}v(n)G[v(n)]$. In the case of having memory, $\frac{2}{0}G[v(n)]$ cannot be found and also (6) can not be assumed except the case of memoryless power amplifier. As it is shown in (Ding, et al. 2004; Wright & Dutler, 1992) the gain factor can be a constant number between zero and one and it indicates the stability and convergence rate. If the gain factor sets to the larger value then the convergence is faster but the probability of convergence is low. For controlling and making the convergence slower and reach to the highest linearity especially at saturation point, (13) is as below:

$$F[x(n)] = F[x(n)] - \frac{1}{Gx(n)} V_{error}(n)$$

In (Cavers, 1990) is a constant between 0 and 1. This parameter indicates the convergence rate and stability and its value should be allocated with considering the linearity requirements. In (Cavers, 1990) the condition for convergence of (15) is shown. For calculating the function $\frac{2}{2}F[x(n)]$ in (15) first the error vector should be calculated and then the gain factor which involves the division and then these values multiply together and with consider that $\frac{2}{2}F[x(n)]$ is initially one then after some iteration the optimum value will be found.

Finding the appropriate gain factor is possible in two different ways:

**Case 1:**

The parameter $0v(n)G[v(n)]$ in the gain factor is the power amplifier output without memory and it can be modeled with the block diagram in Fig. 3.

But it is still needed to know the characteristic of the power amplifier without memory. It is possible to initially calculate the coefficients of the power amplifier without memory and save it in LUT and then calculate the gain factor, but this way takes a lot of space and processing time. Because of this reason it is better to study case 2.

**Case 2:**

In this case the simplification could be done as below:

$$\frac{F[x(n)]}{v(n)G_0[v(n)]} = \frac{F[x(n)]}{x(n)G_0[v(n)]} = \frac{1}{x(n)G_0[v(n)]}$$

(16)

It can be assumed that the function $F[x(n)]$ is initially equal to one then:

$$\frac{1}{x(n)G_0[v(n)]} = \frac{1}{x(n)G_0[x(n)]} = \frac{1}{y_0(n)}$$

(17)

Where $y_0(n)$ is the power amplifier output without memory and this is different from $y(n)$ which includes memory. As the target is:

$$y_0(n) = Gx(n)$$

(18)

So the diagram in Fig. 4 will be reached which is the simplest method for linearizing the power amplifier with memory. And equation below will be the final predistortion adaptation that will be used in whole simulations:

$$F_{i+1}[x(n)] = F_i[x(n)] - \alpha \frac{1}{Gx(n)} V_{error}(n)$$

(19)
Fig. 4. predistortion block with memory compensation (case 2)

The only drawback that is remaining is to calculate the inverse of the input data which after finding it and multiplied with error vector then the LUT contents could be updated. So in implementation the main concern is the division part which the main issue in implementation and it leaves for future work.

In (15) with two or three iterations convergence is achieved and it will be shown that as compared with the indirect learning architecture method that is proposed in (Ding, 2004), the efficiency improves more and it is less complex. It will be shown that if the case 1 is applied in simulations the speed of convergence is more than case 2 which requires more iterations to convergence. The only time consuming part for implementing this method is the calculation of the gain factor which requires the inverse of the input signal. The predistorter is assumed to be implemented as a lookup table (LUT) of complex gain values (Cavers, 1990) that here is 10bit, indexed by the squared magnitude, as shown in Fig. 3. It is also possible to index by magnitude, or any other monotonic function of magnitude, depending on the regions of amplifier characteristic that need the greatest accuracy of representation. However, these considerations do not enter the analysis of the present paper. Also to help evaluate the performance of the DPD a figure for in-band distortion as well as out of band distortion which is measured with adjacent-channel-leakage-ratio (ACLR) is calculated. This involves calculating the error vector magnitude (EVM) in transmitter, which is given by the following equation

$$EVM = \frac{\text{rms}(|V_{\text{err}}(n)|)}{\text{rms}(|x(n)|)}$$

(20)

where $V_{\text{err}}(n)$ is from (11) and $x(n)$ is the input signal.

4. Simulations and results

In order to validate the proposed method several simulations are done. MATLAB is applied for simulations. The power amplifier is ZVE-8G from Mini-Circuit suitable for CDMA applications. The input signal which is generated from Matlab is passed to agilent signal processor.
generator which will be upconvert the signal and pass it to the power amplifier. The power amplifier is wideband from 2 GHz to 8 GHz with 30 dB gain. Here the PA is working at 2.4 GHz. The input signal is QPSK with sample rate of 1 Mbps and the root rate cosine filter with alpha equal to 0.35. The output signal of the PA is connected to the attenuator for bring down the output power below the input power of the equipment. For receiving part of the measurement, the 89600S VXI equipment from agilent is used, which the main task is to downconvert the signal to IF frequency. The photograph of this experimental setup is shown in Fig. 5. The VSA software in PC will capture the data of the PA. The captured data can then import to Matlab for further analysis. Synchronization is used in order to achieve a complete coordination among the signal that is sent and the signal taken into Matlab.

These samples are used to model the power amplifier based on (1) which is the memory polynomial method. The extracted coefficients that include the memory effects are shown in table 1.

In Fig. 6 the AM-AM and AM-PM characteristics of this power amplifier are shown. It can be seen the scattering of samples in this figure that is because of the memory effects. It can be shown that when the memory effects are more these samples will be scattered more, and then the digital predistortion technique should be designed based on it. It is clear in Fig. 6a that the AM-AM characteristic is not linear when the input amplitude is increased. And also in Fig. 6b the curve bends too. This is because of the nonlinear characteristics of the power amplifier. All the input and output samples in the simulations are normalized. For modeling the memory effects of the power amplifiers authors in (Ku & Kenney, 2003) proposed a method for modeling the power amplifiers with memory. This method that is based on the spars delay taps is actually able to take into account all the memory effects of the power amplifier. The memory effect modeling ratio (MEMR) was used to show the amount of memory that this method can model. The power amplifier from mini circuit has MEMR=0.62 and the one in (Ku & Kenney, 2003) has MEMR=1 and these coefficients are shown in table 1. previous researches could present the comparison of the power amplifier with MEMR that is less than one. Here the presented method is successfully tested with
these two types of PA models. In all the simulations the input back off is 3 dB. In simulations, it is avoided to reach to 1 dB compression point which increases the complexity of this method and also the effects of analog imperfections are not considered.

![Graph](image)

**Fig. 6.** AM-AM and AM-PM characteristics of the ZVE-8G PA (a) Input power versus output power. (b) Input power versus phase difference.

In table 1 the proposed method is compared with the memory polynomial method for two different power amplifiers with different memory contents for QPSK signal. The comparison is with ACLR and EVM.

<table>
<thead>
<tr>
<th>Predistortion Technique</th>
<th>Power amplifier coefficients</th>
<th>ACLR (dBc)</th>
<th>EVM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory Polynomial</td>
<td>10 11 12 13</td>
<td>-39.1</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>30 31 32 33</td>
<td>-40.2</td>
<td></td>
</tr>
<tr>
<td>Complex Gain</td>
<td>50 51 52 53</td>
<td>-41.2</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td>10 11 12 13</td>
<td>-40.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 31 32 33</td>
<td>-42.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50 51 52 53</td>
<td>-45.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 11 12 13</td>
<td>-48.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 31 32 33</td>
<td>-41.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50 51 52 53</td>
<td>-45.1</td>
<td></td>
</tr>
</tbody>
</table>
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These two types of PA models. In all the simulations the input back off is 3 dB. In simulations, it is avoided to reach to 1 dB compression point which increases the complexity of this method and also the effects of analog imperfections are not considered.

Fig. 6. AM-AM and AM-PM characteristics of the ZVE-8G PA (a) Input power versus output power. (b) Input power versus phase difference.

In table 1 the proposed method is compared with the memory polynomial method for two different power amplifiers with different memory contents for QPSK signal. The comparison is with ACLR and EVM.

<table>
<thead>
<tr>
<th>Predistortion technique</th>
<th>Power amplifier coefficients</th>
<th>M</th>
<th>E</th>
<th>M</th>
<th>R</th>
<th>ACLR(dBc)</th>
<th>EVM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory Polynomial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-39.1</td>
<td>-40.2</td>
</tr>
<tr>
<td></td>
<td>(a_{10} = -0.9800 - 0.3000i; a_{11} = -0.02 + 0.02i; a_{12} = -0.01 + 0.01i; a_{13} = -0.3 + 0.42i; a_{14} = -0.02 + 0.05i; a_{15} = -0.01 - 0.08i; a_{16} = 0.02 - 0.01i;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(a_{20} = 1.524 - 0.211i; a_{21} = 0.349 + 0.32i; a_{22} = -0.797 - 0.0247i; a_{23} = -0.01 - 0.012i; a_{24} = -0.0065 + 0.0042i; a_{25} = 0.0090 - 0.0191i; a_{26} = -0.0069 + 0.013i;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>Complex Gain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-42.1</td>
<td>-40.6</td>
</tr>
<tr>
<td></td>
<td>(a_{30} = -0.9800 - 0.3000i; a_{31} = -0.02 + 0.02i; a_{32} = -0.01 + 0.01i; a_{33} = -0.01 - 0.08i; a_{34} = -0.02 - 0.01i;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(a_{40} = 1.524 - 0.211i; a_{41} = 0.349 + 0.32i; a_{42} = -0.797 - 0.0247i; a_{43} = -0.01 - 0.012i; a_{44} = -0.0065 + 0.0042i; a_{45} = 0.0090 - 0.0191i; a_{46} = -0.0069 + 0.013i;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Comparison of the two predistortion techniques for different power amplifiers with QPSK signal.

Fig. 7. Comparison of the power spectral density (PSD) between memory polynomial predistorter and gain predistortion for power amplifier without memory and Mobile WiMAX signal. (a) Output without predistortion (b) Output with memory polynomial predistortion (c) Output with gain predistortion (iteration=5) (d) Input data.
Fig. 8. Comparison of the power spectral density (PSD) between memory polynomial predistorter and gain predistortion for power amplifier with memory and Mobile WiMAX signal. (a) Output without predistortion; (b) Output with memory polynomial predistortion \((Q=0, K=3)\) (c) Output with memory polynomial predistortion \((Q=2, K=3)\) (d) Output with gain predistortion (iteration=5,) (e) Input data.

In Fig. 7 and Fig. 8 the Mobile WiMAX signal that is compatible with IEEE 802.16e with 10 MHz bandwidth is applied for simulations. The power amplifier is with \(MEMR=0.62\). In Fig. 7 the power amplifier is memoryless and has only 3 coefficients, these coefficients don't show in table 1. In Fig. 8 the power amplifier includes memory and the coefficients are presented in table 1. in this case the nonlinearity order is three and memory length is two. According to the Fig. 7 the ACLR is averagely -49.3 dB when applying the memory polynomial method and with the new technique is reduced to -57.4 dB which is around 8 dB improvement in ACLR.

5. Conclusions

In this paper the new digital predistortion technique is introduced. This technique is the combination of two techniques, complex gain predistortion and memory polynomial predistortion. By applying this technique all the memory contents of the power amplifier is suppressed. Simulations and results are examined with mini circuit power amplifier with 30 dB gain that is working in 2.4 GHz and the power amplifier with \(MEMR=1\). the QPSK signal with 1 MHz bandwidth is used for input signal. The results show the improvement of 8 dB in ACLR and improvement of 3 % in EVM. The future research should be more on the implementation of this technique using FPGA and DSP and measure the effects of analog
imperfection that cause reduction in efficiency in practical implementation and add that effects in the simulations.
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1. Introduction

Interest in reflector antennas due to attractive features including high gain, multiple beam, low side lobe level, and robustness have been growth both in military and commercial areas in microwave frequency range since World War I. In particular, low side lobe level radiation pattern, is an essential requirement for satellite communication systems. Offset reflector antennas featuring adjacent high gain beams with good isolation across the same frequency bandwidth make them good candidates for these applications. Depending on the required radiation pattern, feeds may or may not be located at the focus. A cluster of feeds can be used in the focal region of offset reflectors for multiple beams application [Skolnik, 1990; Chu and Turrin, 1973; Rudge, 1975; Janken et al., 1973; Ingerson and Wong, 1974; Tian et al., 2007].

There have been published lots of articles dealing with analyze and design of electrically small and large reflectors by analytical or numerical techniques [Love, 1978; Wood, 1986; Lo and Lee, 1988; Scott, 1990]. These methods vary from the traditional Aperture Field Method (AFM) that involves integrating the electric fields scattered by the reflector onto a projected planar aperture, to more modern hybrid methods that employ a variety of techniques each of which is applicable over different regions of the radiation pattern. Some of the aforementioned methods yield exact solutions such as, Method of Moments (MoM) but require significantly computational resources. Larger reflectors like large radio astronomy antennas need to be analysed using high-frequency techniques which use approximations based on asymptotic solutions for canonical problems. The approximate techniques have been proved to be quite successful in predicting both far and near-field patterns and are in very good agreement with the measurements. Methods of evaluating the electromagnetic fields radiated from a reflector antenna fall into two categories: exact and approximation methods. These various techniques have been explained as follows [Philips et al., 1996].

The Method of Moments is the most accurate technique in all known methods used in electromagnetic scattering analysis. The formulation of the governing equations of the problem (such as Electric Field Integral Equation (EFIE)) is exact, and highly accurate solutions can be obtained by a suitable choice of basis and testing functions. The induced
current distribution on the reflector surface is obtained by MoM to calculate the electromagnetic scattering fields. The Method of Moments is well documented in the literature providing classical textbooks that describe the technique [Harrington, 1993; Moore and Pizer, 1984; Miller et al., 1992]. Using this approach, one can accurately evaluate the full radiation properties of any antenna by wire grid [Popovic et al., 1982] or patch model [Wilton & Butler, 1981]. Additionally, the antenna can be analyzed in free space or infinite dielectric half plane. The main drawback of this method is the large computational resources required. Therefore, the MoM is not a practical approach for antennas larger than a few wavelengths. Recently, Wavelet-Based Moment Method (WBMM) has been applied on large reflector antennas to calculate the current distribution accurately and fast. By serving wavelets as basis and testing functions in a wavelet expansion, a sparse matrix is generated from the previous MoM dense matrix, which may save computational cost. By use of this method, the currents on the reflector surface can be calculated faster than the conventional MoM [Lashab et al., 2007; Lashab et al., 2008; Herzberg, 2005].

Approximation methods or high frequency methods can be applied on electrically large antennas to predict far-field and near-field radiation characteristics [Rusch and Potter, 1970; Kauffman et al., 1976]. These methods are subdivided into three types; those based on the Kirchoff’s approximation (such as Aperture Field Method, Scalar Radiation Integral/Projected Aperture Method, Physical Optics (PO), Gaussian Beam Mode optics (GBM)), Ray tracing methods (such as Geometrical Optics (GO), Geometrical or Uniform Theory of Diffraction (GTD/UTD)), and also corrected Kirchoff’s methods (such as Physical Optics and Physical Theory of Diffraction (PTD)) [Philips et al., 1996]. The high frequency methods are well suited for the analysis of electrically large reflector antennas as well as for the modelling of secondary effects such as the interaction of the main antenna with adjacent structures similar to building or terrain obstacles.

Methods based on Kirchoff’s approximation are utilized generally for the estimation of the antenna boresight, main lobe and few adjacent sidelobes. Aperture field method and projected aperture method fail to predict the cross polar pattern with sufficient degree of accuracy [Silver, 1949]. In addition, the minimum radii of curvature should be more than five wavelengths in size for validity of Geometrical Optics [Philips et al., 1996]. The most widely used method is Physical Optics which involves the vector summation of radiated fields due to individual currents induced over the structure by the illuminating fields which have been evaluated by considering the Geometrical Optics propagation due to the primary feed [Balanis, 1989]. In terms of CPU time and storage requirements, the Aperture Field Method or projected aperture method is significantly more efficient than Physical Optics. However, PO is generally more accurate than the former and correctly predicts the main beam and close in sidelobes. It also gives a better prediction of the cross polar pattern.

Methods based on the Kirchoff’s approximation suffer from the inability to provide accurate predictions at angles widely displaced from the antenna’s main beam direction. Although the computational requirements for the summation of the Physical Optics current are not as severe as in the case of the MoM, it is nevertheless a significant factor to consider taking into account that the sampling interval on the reflector surface needs to be of the order of a wavelength or less [Philips et al., 1996].

An alternative fast analytical way for evaluating the radiative properties of the antenna is the Gaussian Beam Mode (GBM) analysis [Goldsmitth, 1982; Lamb, 1986; Bogush and Elgin, 1986; Lesurf, 1990]. The Gaussian beam mode fields are given by simple analytical
expressions; hence this formulation offers advantages due to the simplicity and the speed of evaluation. The analysis is valid in both the near and the far-field points along the paraxial directions with equally rapid and straightforward evaluations. Furthermore, the expansions are valid in the transition regions. However, GBM cannot predict the far-out sidelobe region and blockage due to subreflector or struts which should be either negligible or avoided for valid results.

The wide angle and non-paraxial direction can be predicted by a ray description of the diffracted field. This is accomplished with the introduction of diffracted rays within the framework of Geometrical Theory of Diffraction [Keller, 1958; Keller, 1962], or its uniform versions such as the Uniform Theory of Diffraction [Kouyoumjian and Pathak, 1974] and Uniform Asymptotic Theory (UAT) [Ahluwalia et al., 1968], which provides diffracted field expressions valid across the shadow boundaries of the incident or reflected fields. The diffraction coefficients contain Fresnel integrals that are easily evaluated, thus providing a fast and efficient algorithm for the analysis of large reflectors. Most of the time is actually used in locating the points of reflection and diffraction on the reflector, given the source and field points. With multiple reflectors and complex geometrical shapes, this can sometimes be quite time-consuming although not nearly as much as in evaluating double integrals over large surfaces. It must be emphasised that any ray description fails at caustics and so a purely ray technique cannot predict the far-field characteristics of a large antenna near boresight. Such regions can be analysed by the Equivalent Current Method (ECM) [Ryan and Peters, 1969], which works back from the GTD solution away from caustics to obtain an equivalent current that would produce identical fields there. This current is then used to extrapolate the field at the caustics.

A PO plus UTD scheme may well be the first option for evaluating the radiated field from a large reflector antenna. The PO is used to predict the radiation characteristics in the boresight region and the UTD to evaluate the wide angle characteristics of the radiation pattern. Prediction of the antenna backlobe can be calculated by defining an equivalent edge current using the basic UTD formulation. This current is integrated in the usual far-field sense to provide the radiation pattern in the rearward direction. The implementation of a UTD scheme offers significant speed enhancement combined with minimal memory requirements. The GO plus UTD combination can also provide very rapid field calculations, but fails to predict the main beam characteristics. However, it can be used to provide full near-field predictions [Philips et al., 1996].

The problem of wide angle and non-paraxial direction prediction can be solved when the Physical Optics method is augmented with Physical Theory of Diffraction (PTD), which is a systematic extension of the PO approach, just as GTD is an extension to GO [Ufimtsev, 2007]. The PTD correction consists of a fringe current acting along the rim of the quasi-optical system. The value of these fringe currents is such that the edge condition is satisfied; hence the diffraction phenomenon is accurately described. The PO plus PTD scheme can provide accurate near and far-field information along any direction. However, this method when applied to electrically large systems may require large amounts of memory and computer time due to evaluation of surface and line integration.

After choosing the proper method to analyze the desired reflector antenna, the speed and the accuracy of the radiation pattern computation of the reflector antennas is very important. The most straightforward as well as the most time-consuming method is the direct numerical quadrature of the radiation integral for the aperture antenna. Several
approaches have been proposed for the efficient numerical evaluation of the double radiation integrals. The earliest of these is the so-called Ludwig algorithm in which the double integral can be evaluated in explicit closed forms [Ludwig, 1968; Ludwig, 1988]. Alternatively, one can expand the radiation integral into a series such as the one in the Jacobi-Bessel method [Rahmat-Samii et al., 1980; Galindo-Israel and Mittra, 1977]. The Jacobi-Bessel method is most suited for computing the pattern of antennas which have a circular projected aperture. Because the Jacobi polynomials satisfy a special type of recursion relationship, they are also useful for computing the radiation pattern of parabolic reflector antennas. Another approach to the secondary pattern computation of planar or parabolic antennas has been suggested by Drabowitch [Drabowitch, 1965]. This approach is based on the two-dimensional sampling theorem. The coefficients of the interpolating functions for the secondary pattern are computed by periodically sampling the secondary pattern at intervals determined by the aperture dimensions. These coefficients are subsequently used in conjunction with the interpolating functions to compute the secondary pattern at an arbitrary observation angle.

In this chapter, an algorithm is presented to evaluate aperture numerical integration by FFT method. This coordinate system is used for all antenna configurations. The proposed algorithm can be applied to all shaped reflector antennas which has been illuminated by defocused feeds with arbitrary patterns. In this method, in order to calculate the radiation patterns, the equations of geometrical optics are used to calculate the reflected electric field using the radiation patterns of the feed and the parameters defining the reflector surface. In addition, the direction of the reflected ray and the point of intersection of the reflected ray with the aperture plane are obtained by use of geometrical optics. These fields comprise the aperture field distribution which is integrated over the aperture plane by FFT to yield the far-field radiation pattern and to calculate other antenna parameters. Shaped Reflector Antenna Design and Analysis Software (SRADAS) based on this numerical method can analyze and simulate all shaped reflector antennas with large dimensions in regard to the wavelength. SRADAS has been implemented and used in Information and Communication Technology Institute (ICTI) to analyze and simulate different practical parabolic and shaped reflector antennas [Zeidaabadi Nezhad and Firouzeh, 2005].

The organization of this chapter is as follows: Proposed fast method to calculate the radiation integral of a parabolic reflector antenna is explained in Section 2. Required mesh size in order to accomplish the optimum mesh density in calculating the radiation integrals with desired accuracy and speed is introduced in section 3. In order to confirm the validity of the proposed calculation method, in Sections 4 and 5, two types of practical antennas are analyzed by this method and the results are compared with the results achieved by the commercial software package FEKO and measurements, as well. Finally, concluding remarks are given in Section 6.

2. Calculation of the radiation integrals by FFT

Fig. 1 shows the three-dimensional geometry of a parabolic reflector antenna. A feed located at the focal point of a parabola forms a beam parallel to the focal axis. In addition, the rays emanating from the focus of the reflector are transformed into plane waves. The design is based on optical techniques, and it does not take into account any diffraction from the rim of the reflector. Since a parabolic antenna is a parabola of revolution, the equation (1) describes
the parabolic surface in terms of the spherical coordinates \( r', \theta', \phi' \), where \( f \) is the focal distance. Because of its rotational symmetry, there are no variations with respect to \( \phi' \). The projected cross-sectional area of reflector on the aperture plane -the opening of the reflector- is \( S_0 \), and on the focal plane is \( S'_0 \).

\[
\frac{r'}{1 + \cos \theta'} = \frac{2f}{1 + \cos \theta'} = f \sec^2 \left( \frac{\theta'}{2} \right) \theta' \leq \theta_0
\]

(1)

Fig. 1. Three-dimensional geometry of a parabolic reflector antenna

The total pattern of the system is computed by the sum of secondary field and the primary field of the feed element. For the majority of feeds like horn antennas, the primary pattern in the boresight direction of the reflector is of very low intensity and usually can be neglected. The advantage of the AFM is that, the integration over the aperture plane can be performed easily for any feed position and any feed pattern, whereas the double integration on current distribution over the reflector surface is time-consuming in PO method, and it becomes difficult when the feed is placed off-axis or when the feed radiation pattern has no symmetry.

The radiation integrals over \( S'_0 \) computing the far fields by AFM can be written as [Balanis, 2005]:

\[
E_{dS} = \frac{j \beta e^{-j \beta r}}{4\pi r} \int_{S'_0} \left( -E_{as} \cos \phi - E_{av} \sin \phi \right) dx' dy'
\]

(2a)

\[
\exp \left( j \beta \left( x' \sin \theta \cos \phi + y' \sin \theta \sin \phi \right) \right) dx' dy'
\]

\[
E_{gS} = \frac{j \beta e^{-j \beta r}}{4\pi r} \int_{S'_0} \left( -E_{as} \sin \phi + E_{av} \cos \phi \right) dx' dy'
\]

(2b)

\[
\exp \left( j \beta \left( x' \sin \theta \cos \phi + y' \sin \theta \sin \phi \right) \right) dx' dy'
\]

\[
\beta = \frac{2\pi}{\lambda}, \quad u = \sin \theta \cos \phi \quad v = \sin \theta \sin \phi
\]

(2c)
In equations (2), $E_{ax}$ and $E_{ay}$ represent the x- and y-component of the reflected fields over $S'_0$. The spherical coordinates of the observation point is $r, \theta, \phi$. $\lambda$ and $\beta$ are wavelength and phase constant of the propagated wave in free space, respectively. A feed at the focal point of a parabola forms a beam parallel to the focal axis. Therefore, the only difference between fields on $S_0$ and $S'_0$ is the constant phase because of the distance between the aperture plane $S_0$ and the focal plane $S'_0$. Additional feeds displaced from the focal point form multiple beams at angles off the antenna axis. In this case, the reflected fields from the reflector are not parallel to the focal axis resulting in a severe phase distortion between fields on $S_0$ and $S'_0$. Therefore, the integral equations (2a) and (2b) are calculated over the aperture plane $S_0$, not the focal plane $S'_0$. The phase distortion increases with the angular displacement in beamwidths and decreases with an increase in the focal length.

In order to calculate the reflected filed from the reflector, a rectangular mesh is created on the focal plane $S'_0$ as shown in Fig. 2. According to AFM and GO, the reflected fields out of $S'_0$ are vanished. Two-dimensional FFT is used to compute the integral equations (2a) and (2b) rapidly [Bracewell, 1986]. Integrals $P_x$ and $P_y$ are defined as:

$$
P_x = \int_{S_0} E_{ax} e^{j\beta(x'y')} dx'dy'
$$

$$
P_y = \int_{S_0} E_{ay} e^{j\beta(x'y')} dx'dy'
$$

(3)

Using the equations of (3), radiation fields $E_{0x}$ and $E_{0y}$ can be calculated by:

$$
E_{0x} = \frac{j\beta e^{-j\beta r}}{4\pi r} (1 - \cos \theta) \{ -P_x \cos \phi - P_y \sin \phi \}
$$

$$
E_{0y} = \frac{j\beta e^{-j\beta r}}{4\pi r} (1 - \cos \theta) \{ -P_x \sin \phi + P_y \cos \phi \}
$$

(4)

The mesh grid is generated by the following expressions:

$$
\Delta x' = \frac{d}{M - 1}, \quad x' = -\frac{d}{2} + m \Delta x', \quad m = 0,1,2,...,M - 1
$$

$$
\Delta y' = \frac{d}{N - 1}, \quad y' = -\frac{d}{2} + n \Delta y', \quad n = 0,1,2,...,N - 1
$$

(5)

Where, $M$ and $N$ are the number of points which have been distributed uniformly in x- and y-direction of $S'_0$ plane. The aperture diameter of the parabolic reflector is $d$. The relations of (3) and (5) lead to:

$$
P_x = \exp \left( -j \beta u \frac{d}{2} \right) \exp \left( -j \beta v \frac{d}{2} \right) \Delta x' \Delta y' \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} E_{ax} (m,n) e^{j \beta u n M^{-1}} e^{j \beta v m M^{-1}}
$$

$$
P_y = \exp \left( -j \beta u \frac{d}{2} \right) \exp \left( -j \beta v \frac{d}{2} \right) \Delta x' \Delta y' \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} E_{ay} (m,n) e^{j \beta u n M^{-1}} e^{j \beta v m M^{-1}}
$$

(6)
$E_{ax}(m,n)$ and $E_{ay}(m,n)$ are the electric fields at the mesh points $(m,n)$ of $S'_0$ plane. Comparison between the equations of (6) with FFT formulas, the angles of spherical coordinate of far-field radiation electric fields, $\theta_{kl}$ and $\phi_{kl}$ are calculated using the following expressions:

$$
A = \frac{d}{\lambda} \frac{M}{M - 1}, \quad k = -A \sin \theta_{kl} \cos \phi_{kl}, \quad k = 0,1,2,...,M - 1
$$

$$
B = \frac{d}{\lambda} \frac{N}{N - 1}, \quad l = -B \sin \theta_{kl} \sin \phi_{kl}, \quad l = 0,1,2,...,N - 1
$$

$$
0 \leq \theta_{kl} \leq \pi, \quad 0 \leq \phi_{kl} \leq 2\pi \text{ or } -\pi \leq \phi_{kl} \leq \pi
$$

$$
\theta_{kl} = \sin^{-1}\left( \sqrt{\left(\frac{k}{A}\right)^2 + \left(\frac{l}{B}\right)^2} \right)
$$

$$
\phi_{kl} = \tan^{-1}\left( \frac{-A l}{-B k} \right)
$$

Two-dimensional FFT (FFT2) formulas can be used to rewrite the relations of (6), that is:

$$
P_x = \exp \left( -j \beta u \frac{d}{2} \right) \exp \left( -j \beta v \frac{d}{2} \right) \Delta x' \Delta y' \text{FFT } 2 \left( E_{ax} \right)
$$

$$
P_y = \exp \left( -j \beta u \frac{d}{2} \right) \exp \left( -j \beta v \frac{d}{2} \right) \Delta x' \Delta y' \text{FFT } 2 \left( E_{ay} \right)
$$

Fig. 2. (a) Plane $S'_0$ is the projected cross-sectional area of reflector on the focal plane. (b) A rectangular mesh is created on the plane $S'_0$. $d$ is the aperture diameter of the parabolic reflector.

Finally, radiation fields of $E_{\theta S}$ and $E_{\phi S}$ are computed by using FFT2. It can be written as:

$$
E_{\theta S} = \frac{j \beta e^{-j \beta r}}{4\pi r} \left( 1 - \cos \theta_{kl} \right) \left\{ -\cos \phi_{kl} P_x - \sin \phi_{kl} P_y \right\}
$$

$$
E_{\phi S} = \frac{j \beta e^{-j \beta r}}{4\pi r} \left( 1 - \cos \theta_{kl} \right) \left\{ -\sin \phi_{kl} P_x + \cos \phi_{kl} P_y \right\}
$$
Based on the equations (8) and (9), far fields of $E_{0S}$ and $E_{0S}$ are calculated, where $\theta_{kl}$ are the angles calculated by (7). Negative values of $l$ and $k$ are used to find the fields in other regions. In addition, number of main points of the major lobe found by FFT is constrained. Therefore, it is interpolated from above points to obtain E- and H-planes Half-Power beamwidths (HP.$H$ and HP.$H$). The principal E- and H-plane radiation patterns can be calculated by substituting $\phi = \frac{\pi}{2}$ and $\phi = 0$, respectively. According to [Stutzman and Thiele, 1981], directivity $D$ can be calculated as:

$$D = \frac{4\pi}{\Omega_A}$$

(10)

$\Omega_A$ is the antenna beam solid angle. $F(u,v)$ is the radiation pattern of the reflector antenna in terms of the variables $u$ and $v$. The main equations are prepared to analyze a paraboloidal reflector and to compute the radiation characteristics. Moreover, SRADAS can be applied to all shaped reflector antennas with defocused feed elements provided that dimensions of the reflector are large in regard to the wavelength.

3. Calculation of the optimum mesh size

In general, if $x(t)$ is a continuous function of $t$ in the interval of $[a,b]$, Fourier transform pair of $x(t)$ can be written as the following [Bracewell, 1986]:

$$\begin{align*}
  x(t) &= \int_{-\infty}^{+\infty} X(f) e^{+j2\pi ft} df \\
  X(f) &= \int_{-\infty}^{+\infty} x(t) e^{-j2\pi ft} dt
\end{align*}$$

(11a)

(11b)

To calculate the Fourier integrals numerically, the interval of $[a, b]$ is divided into $N-1$ segments uniformly by use of $N$ points. The step size $\Delta T$ is:

$$\Delta T = \frac{b-a}{N-1}$$

(12)

$$t = a + n\Delta T , \quad n = 0,1,2,\ldots,N-1$$

After substitution of (12) in the Fourier transform pair, (11b) can be estimated using the following expression:

$$X(f) \approx \sum_{n=0}^{N-1} x[n] e^{-j\frac{2\pi ln(b-a)N}{N(N-1)}}$$

(13)

By comparison (13) to Discrete Fourier Transform, it can be written as:
After substitution of (12) in the Fourier transform pair, (11b) can be estimated using the
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In this section, in order to evaluate the effect of mesh size in calculating the radiation
pattern, a typical parabolic reflector antenna excited by a feed horn has been simulated. The
operating frequency of the antenna is 1.3 GHz. The diameter and the focal distance are
13.5m and 5.31m, respectively. Simulated results for different mesh sizes by SRADAS have
been shown in Table 1. For mesh size greater than $\lambda=23.08$cm, the antenna parameters such
as Gain and Half Power (HP) beamwidths are not accurate. However, when the mesh size is
less than $\lambda$, the condition (16) is satisfied, and the radiation characteristics will be calculated
correctly. When mesh points of $M=128$ and $N=128$ are chosen, the main beam is at the angle
of $\theta=180^\circ$ and the Gain is $38.91$dB. HP beamwidths are $2.34^\circ$ in the E-plane radiation pattern
and $0.9^\circ$ in the H-plane radiation pattern. Calculated side lobe levels are -35dB and -25dB in
E-plane and H-plane, respectively. E-plane and H-plane radiation patterns have been
depicted in Fig. 3.

In order to validate the proposed calculation method the parabolic reflector antenna has
been simulated by FEKO software. FEKO results have been given in Table 2. As it can be
noticed there are some discrepancies between the proposed analytical method and FEKO
result. The first reason is that, for simplicity, diffraction effects have been ignored in
calculation in SRADAS. Also, the interpolation method has been used to compute both of
Gain and HP beamwidths. However, the consumed time of simulation by SRADAS is about
one-third of FEKO simulation time. The calculation speed of SRADAS is faster than the
simulation performed for the same structure by FEKO software and both results are in good
agreement.
In the following sections, to evaluate the proposed calculation method, SRADAS, antenna parameters of two practical radar antennas are calculated and the results are compared both with FEKO and measurements.

<table>
<thead>
<tr>
<th>M</th>
<th>N</th>
<th>dx (cm)</th>
<th>dy (cm)</th>
<th>Main beam θ (deg.)</th>
<th>HP_{E}^\circ</th>
<th>HP_{H}^\circ</th>
<th>Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>32</td>
<td>43.55</td>
<td>43.55</td>
<td>180</td>
<td>62.89</td>
<td>32.42</td>
<td>11.06</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>28.72</td>
<td>28.72</td>
<td>180</td>
<td>24.62</td>
<td>14.12</td>
<td>18.73</td>
</tr>
<tr>
<td>56</td>
<td>56</td>
<td>24.55</td>
<td>24.55</td>
<td>180</td>
<td>5.24</td>
<td>2.32</td>
<td>33.30</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>21.47</td>
<td>21.47</td>
<td>180</td>
<td>2.34</td>
<td>0.9</td>
<td>38.83</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>13.64</td>
<td>13.64</td>
<td>180</td>
<td>2.34</td>
<td>0.9</td>
<td>38.90</td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>10.63</td>
<td>10.63</td>
<td>180</td>
<td>2.34</td>
<td>0.9</td>
<td>38.91</td>
</tr>
</tbody>
</table>

Table 1. Simulated results for different meshing sizes by SRADAS

![E-plane radiation pattern](image1)

![H-plane radiation pattern](image2)

Fig. 3. (a) E-plane radiation pattern (b) H-plane radiation pattern

<table>
<thead>
<tr>
<th></th>
<th>Main beam θ (deg.)</th>
<th>HP_{E}^\circ</th>
<th>HP_{H}^\circ</th>
<th>Gain (dB)</th>
<th>SLLE (dB)</th>
<th>SLLO (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRADAS</td>
<td>180</td>
<td>2.34</td>
<td>0.9</td>
<td>38.91</td>
<td>-35</td>
<td>-25</td>
</tr>
<tr>
<td>FEKO</td>
<td>180</td>
<td>2.5</td>
<td>1.1</td>
<td>39.2</td>
<td>-33</td>
<td>-22</td>
</tr>
</tbody>
</table>

Table 2. Comparison radiation characteristics simulated by FEKO software and SRADAS

4. Analysis of a shaped reflector antenna illuminated by two displaced feed horns

A shaped reflector antenna fed by two displaced feed horns (Fig. 4) has been simulated by SRADAS. The operating frequency of the antenna is 1.4 GHz. Reflector aperture is 7.0m in height and 13.5m in width with a focal axis of 5.31m. The profile of azimuth curve is parabola and the profile of elevation curve is an unusual function. The 3-dimensional
A Fast Method to Compute Radiation Fields of Shaped Reflector Antennas by FFT

In the following sections, to evaluate the proposed calculation method, SRADAS, antenna parameters of two practical radar antennas are calculated and the results are compared both with FEKO and measurements.

<table>
<thead>
<tr>
<th>M (cm)</th>
<th>N (cm)</th>
<th>Main beam ( \theta ) (deg.)</th>
<th>HPE ( \theta )</th>
<th>Gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>32</td>
<td>43.55</td>
<td>43.55</td>
<td>180</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>28.72</td>
<td>28.72</td>
<td>180</td>
</tr>
<tr>
<td>56</td>
<td>56</td>
<td>24.55</td>
<td>24.55</td>
<td>180</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>21.47</td>
<td>21.47</td>
<td>180</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>13.64</td>
<td>13.64</td>
<td>180</td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>10.63</td>
<td>10.63</td>
<td>180</td>
</tr>
</tbody>
</table>

Table 1. Simulated results for different meshing sizes by SRADAS

Fig. 3. (a) E-plane radiation pattern (b) H-plane radiation pattern

<table>
<thead>
<tr>
<th>Y (m)</th>
<th>Beam</th>
<th>Elevation (deg.)</th>
<th>Azimuth (deg.)</th>
<th>Gain (dB)</th>
<th>HP_E ( \theta )</th>
<th>HP_H ( \theta )</th>
<th>SLL_E (dB)</th>
<th>SLL_H (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.185</td>
<td>Low</td>
<td>-1.85</td>
<td>+90</td>
<td>34.1</td>
<td>11.1</td>
<td>1.0</td>
<td>-40</td>
<td>-35</td>
</tr>
<tr>
<td>0.185</td>
<td>High</td>
<td>+1.85</td>
<td>+90</td>
<td>34.1</td>
<td>11.1</td>
<td>1.0</td>
<td>-40</td>
<td>-35</td>
</tr>
</tbody>
</table>

Table 2. Comparison radiation characteristics simulated by FEKO software and SRADAS

4. Analysis of a shaped reflector antenna illuminated by two displaced feed horns

A shaped reflector antenna fed by two displaced feed horns (Fig. 4) has been simulated by SRADAS. The operating frequency of the antenna is 1.4 GHz. Reflector aperture is 7.0m in height and 13.5m in width with a focal axis of 5.31m. The profile of azimuth curve is parabola and the profile of elevation curve is an unusual function. The 3-dimensional mathematical function which determines the reflector surface of the antenna is obtained by curve fitting method as:

\[
z = -0.0471x^2 + 5.3100 \cos^{0.6364}\left(\frac{y}{4.9267}\right)
\] (17)

The feed horns have been placed in y-direction symmetrically in relation to the origin. The feed horn which has been located in (0, 0,-0.185m) radiates the higher beam and the other one located in (0, 0, 0.185m) radiates lower one.

Simulated results by SRADAS have been shown in Table 3. Both of M and N for meshing the reflector aperture are 128. Results provided by FEKO have been given in Table 4. Because of large dimensions, radiation patterns of the antenna have been measured using outdoor far-field measurement method (open-site method). The gain of higher beam is 35.5dB and that of lower one is 34.5dB. Azimuth HP beamwidth (HP_E \( \theta \)) is 1.2° and elevation HP beamwidth (HP_E \( \theta \)) is about 10.5°. The results obtained for this antenna using presented numerical method are in good agreement with both measurements and FEKO software. The consumed time of simulation by SRADAS is about one-third of the time consumed by FEKO.

Fig. 4. A shaped reflector antenna illuminated by two horns

<table>
<thead>
<tr>
<th>Beam</th>
<th>Y (m)</th>
<th>Elevation (deg.)</th>
<th>Azimuth (deg.)</th>
<th>Gain (dB)</th>
<th>HP_E ( \theta )</th>
<th>HP_H ( \theta )</th>
<th>SLL_E (dB)</th>
<th>SLL_H (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>+0.185</td>
<td>-2</td>
<td>+90</td>
<td>33.4</td>
<td>12.2</td>
<td>0.8</td>
<td>-34</td>
<td>-32</td>
</tr>
<tr>
<td>High</td>
<td>-0.185</td>
<td>+2</td>
<td>+90</td>
<td>33.4</td>
<td>12.2</td>
<td>0.8</td>
<td>-34</td>
<td>-32</td>
</tr>
</tbody>
</table>

Table 3. Radiation characteristics simulated by SRADAS

Table 4. Radiation characteristics simulated by FEKO software
5. Simulation of AN/TPS-43 Antenna

The TPS-43 Radar as shown in Fig. 5 is a transportable three-dimensional air search Radar which operates in frequency range of 2.9 to 3.1 GHz with a 200 mile range. The reflector antenna is a paraboloid of revolution with elliptic cross-section from front view. Reflector aperture is 4.27m high by 6.20m wide with focal axis of 2.6m. The reflector is illuminated by 15 horn antennas which have been moved progressively back from the focal plane [Skolnik, 1990]. Feed horn 2 has been located at the focus of the reflector. The feed array features the use of a stripline matrix to form the 6 height-finding beams. Transmitting radiation pattern of Radar is fan beam for surveillance but receiving radiation pattern is stacked beam to detect height of a target.

Using SRADAS software, AN/TPS-43 antenna has been simulated and the results have been shown in Table 5 and Fig. 6. Comparing the results provided by the proposed method in Fig. 6 with results reported by M. L. Skolnik [Skolnik, 1990] for this antenna confirm the integrity of SRADAS. Some discrepancies can be noticed between them, those are, because of that the locations of feed horns of available Radar are a little different from Radar in reference [Skolnik, 1990]. In addition, diffraction effects have been neglected by use of SRADAS. The calculation speed of SRADAS is so faster than the simulation performed for the same structure by FEKO software and both results are in good agreement.

![Fig. 5. AN/TPS-43 Antenna](image)

<table>
<thead>
<tr>
<th>Elevation (deg.)</th>
<th>Azimuth (deg.)</th>
<th>Gain (dB)</th>
<th>HP_(|) (deg.)</th>
<th>HP_(\perp) (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam 1</td>
<td>0</td>
<td>0</td>
<td>39.05</td>
<td>1.80</td>
</tr>
<tr>
<td>Beam 2</td>
<td>4.32</td>
<td>90</td>
<td>38.12</td>
<td>1.98</td>
</tr>
<tr>
<td>Beam 3</td>
<td>7.15</td>
<td>90</td>
<td>37.06</td>
<td>1.98</td>
</tr>
<tr>
<td>Beam 4</td>
<td>12.30</td>
<td>90</td>
<td>36.10</td>
<td>3.78</td>
</tr>
<tr>
<td>Beam 5</td>
<td>17.50</td>
<td>90</td>
<td>35.03</td>
<td>4.30</td>
</tr>
<tr>
<td>Beam 6</td>
<td>23.40</td>
<td>90</td>
<td>31.20</td>
<td>5.22</td>
</tr>
</tbody>
</table>

Table 5. Radiation characteristics of final 6 beams of TPS-43 Radar simulated by SRADAS
A Fast Method to Compute Radiation Fields of Shaped Reflector Antennas by FFT

5. Simulation of AN/TPS-43 Antenna

The TPS-43 Radar as shown in Fig. 5 is a transportable three-dimensional air search Radar which operates in frequency range of 2.9 to 3.1 GHz with a 200 mile range. The reflector antenna is a paraboloid of revolution with elliptic cross-section from front view. Reflector aperture is 4.27m high by 6.20m wide with focal axis of 2.6m. The reflector is illuminated by 15 horn antennas which has been moved progressively back from the focal plane [Skolnik, 1990]. Feed horn 2 has been located at the focus of the reflector. The feed array features the use of a stripline matrix to form the 6 height-finding beams. Transmitting radiation pattern of Radar is fan beam for surveillance but receiving radiation pattern is stacked beam to detect height of a target.

Using SRADAS software, AN/TPS-43 antenna has been simulated and the results have been shown in Table 5 and Fig. 6. Comparing the results provided by the proposed method in Fig. 6 with results reported by M. L. Skolnik [Skolnik, 1990] for this antenna confirm the integrity of SRADAS. Some discrepancies can be noticed between them, those are, because of that the locations of feed horns of available Radar are a little different from Radar in reference [Skolnik, 1990]. In addition, diffraction effects have been neglected by use of SRADAS. The calculation speed of SRADAS is so faster than the simulation performed for the same structure by FEKO software and both results are in good agreement.

Fig. 5. AN/TPS-43 Antenna

### Table 5. Radiation characteristics of final 6 beams of TPS-43 Radar simulated by SRADAS

<table>
<thead>
<tr>
<th>Beam</th>
<th>Elevation (deg.)</th>
<th>Azimuth (deg.)</th>
<th>Gain (dB)</th>
<th>HP E (deg.)</th>
<th>HP H (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>39.05</td>
<td>1.80</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>4.32</td>
<td>90</td>
<td>38.12</td>
<td>1.98</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>7.15</td>
<td>90</td>
<td>37.06</td>
<td>1.98</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>12.30</td>
<td>90</td>
<td>36.10</td>
<td>3.78</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>17.50</td>
<td>90</td>
<td>35.03</td>
<td>4.30</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>23.40</td>
<td>90</td>
<td>31.20</td>
<td>5.22</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Fig. 6. Elevation radiation patterns of TPS-43 Radar simulated by SRADAS

### 6. Conclusion

The development and application of a numerical technique for the rapid calculation of the far-field radiation patterns of a reflector antenna excited by defocused feeds have been reported. The reflector has been analyzed by Aperture Field Method (AFM) and Geometrical Optics (GO) to predict the radiation fields in which the radiation integrals computed by FFT. The analytical and numerical results demonstrate that the maximum mesh size of the aperture plane should be less than a wavelength to compute the radiation integrals accurately. Developed Shaped Reflector Antenna Design and Analysis Software (SRADAS) based on MATLAB applied for two practical Radar antennas shows that SRADAS can be used for all shaped reflector antennas with large dimensions compared to operating wavelength. SRADAS has been implemented and used in Information and Communication Technology Institute (ICTI) to analyze and simulate different practical parabolic and shaped reflector antennas. Not only SRADAS has a library of conventional reflectors, but also is it possible to define the geometry of the desired reflector. In addition, SRADAS has the ability to simulate all of shaped reflector antennas fed by defocused feeds rapidly with good accuracy in comparison with available commercial software FEKO. The consuming simulation time performed by SRADAS is less than that of simulated by FEKO software. Consequently, SRADAS can be used as an elementary tool to evaluate the designed reflector antenna in regard to achieving the most important radiation characteristics of the reflector antenna. After that, more accurate simulation can be down by complicated and time-consuming electromagnetic softwares such as FEKO or NEC.
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1. Introduction

The shielding effect of buildings to electromagnetic waves is investigated by many researchers (Dalke et al., 2000), where the analysis of reinforced concrete walls has attracted special interests. In most cases, a reinforced concrete wall is treated as an infinitely extended periodic structure and periodic boundary conditions are used to get its transmission and reflection characteristics, from which the shielding effect of the wall can be evaluated. However, when analyzing indoor electromagnetic environment, the surrounding reinforced concrete walls are not infinitely extended. Therefore, the infinitely extending plane structure model cannot provide an accurate enough prediction to the indoor electromagnetic environment, especially the fields at corners or ends of walls. Some numerical methods, such as method of moment (MoM) seem to be applicable for analyzing these kinds of problems. However, the computational cost may be too high since these kinds of electromagnetic systems usually not only have electrical sizes of tens or hundreds wavelengths, but also have very fine internal structures.

In this chapter, we present a method to circumvent the heavy burden on computing sources while adequate accuracy can still be achieved. A reinforced concrete wall with fine structures is first divided into small blocks. Each block is treated like a multi-layered scatterer and is analyzed independently by using cascaded network techniques. Then, the electromagnetic characteristics of that block is expressed by a generalized transition matrix (generalized T-matrix, GTM) that is defined on a specified reference surface containing the block, which is different from the T-matrix introduced by Waterman (Waterman, 2007). The mutual coupling effects among blocks are evaluated by using the generalized transition matrices of all blocks directly. The scattered fields of the whole system are calculated using a generalized surface integral equation method (GSIE). Furthermore, we will show that characteristic basis functions (CBF) and synthetic basis functions (SBF) can be used to accelerate the evaluation process effectively.

The following contents are included in this chapter: (1) description of the basic concept of generalized transition matrix and the generalized surface integral equation method, (2) the cascading network technique in analyzing multi-layered media, (3) the implementation of
GSIE in conjunction with CBF\SBF, and (4) as an application example, the evaluation of the shielding effect of a 2D reinforced wall with the proposed method.

2. Generalized Surface Integral Equation

The electromagnetic problem under consideration is shown in Fig. 1. A 2-D cavity is surrounded by a $10\lambda \times 10\lambda$ concrete wall. The wall is $1.0\lambda$ thick and is uniformly reinforced by 36 circular steel cylinders with radius of $0.1\lambda$ and conductivity of $\sigma = 1.1 \times 10^6$ Sm$^{-1}$. The relative permittivity of the concrete is $\varepsilon_r = 10 - j2.8$. The excitation is assumed to be a TM type plane wave with incident angle of $\phi$.

In order to calculate the electromagnetic fields in the cavity, the wall is divided into 36 cells. Each cell consists of a steel cylinder and a concentric concrete cylinder with square cross section of $1.0 \times 1.0\lambda$, as is sketched in Fig. 1. A cell is a multilayered scatterer and its scattering characteristics can be fully described by a generalized transition matrix, which relates the scattered tangential fields to the incident tangential fields directly, as is shown in Fig. 2.

![Diagram of a 2-D cavity surrounded by a concrete wall with reinforced steel cylinders](image)

Fig. 1. A 2-D cavity surrounded by a concrete wall. The wall is uniformly reinforced by 36 circular steel cylinders with radius of $0.1\lambda$ and conductivity of $1.1 \times 10^6$Sm$^{-1}$.

![Diagram of a block modelled with its associated generalized transition matrix](image)

Fig. 2. A block is modelled with its associated generalized transition matrix $[T_{hi}]$. $\hat{J}_S$ and $\hat{M}_S$ are equivalent surface electric current and magnetic current, respectively.
A scatterer with two layers of homogeneous media is illustrated in Fig. 3(a), where $V'_1$ denotes the medium between interface $S_1$ and $S_2$, with permittivity $\varepsilon_1$ and permeability $\mu_1$. For a block of the concrete wall, $S_1$ is the air-concrete interface and $S_2$ the concrete-steel interface. The normal unit vectors of all interfaces are chosen to point outwardly. The outermost medium, denoted by $V_0$, is assumed to be free space.

We examine the field scattering problem on interface $S_i$ at first. The incident fields may come from both sides of the interface, and being scattered to both sides of it, as is shown in Fig. 4(a). The interface may be modelled as a generalized two-port device, with its two reference surfaces being chosen as $S'_i$ and $S''_i$. The notation $S'_i$ means approaching $S_i$ from outside while $S''_i$ means approaching $S_i$ from interior area.

Define the rotated tangential components of incident fields and rotated tangential components of scattered fields of a block as follows (Xiao et al., 2008):
\[
\begin{align*}
[\tilde{X}^{1+}_1] &= \left[ \tilde{E}^{1+}_1 \right] = \left[ -\hat{a}_{n,1} \times \tilde{E}^{\mu 1}_1 \right] \bigg|_{S^1} , \\
[\tilde{X}^{2+}_1] &= \left[ \tilde{E}^{2+}_1 \right] = \left[ \hat{a}_{n,1} \times \tilde{E}^{\mu 2}_1 \right] \bigg|_{S^1} , \\
[\tilde{X}^{1-}_1] &= \left[ \tilde{E}^{1-}_1 \right] = \left[ -\hat{a}_{n,1} \times \tilde{E}^{\mu 1}_1 \right] \bigg|_{S^1} , \\
[\tilde{X}^{2-}_1] &= \left[ \tilde{E}^{2-}_1 \right] = \left[ \hat{a}_{n,1} \times \tilde{E}^{\mu 2}_1 \right] \bigg|_{S^1} .
\end{align*}
\]

Note that the normal unit vector for \( S^1 \) is chosen to be \(-\hat{a}_{n,1} \). Based on Huygens’ equivalence source principle, the scattered fields from interface \( S^1 \) can be expressed in terms of their tangential fields on the interface using the dyadic Green’s function,

\[
\begin{align*}
\tilde{E}^{\mu 1}_1 (\vec{r}) &= \int_{S^1} \left[ 1 - j \omega \mu_0 \tilde{G}_0(\vec{r} \cdot \vec{H}^{1-}_0 - \nabla \times \tilde{G}_0 \cdot \vec{E}^{1-}_0 \right] dS', \\
\tilde{H}^{\mu 1}_1 (\vec{r}) &= \int_{S^1} \left[ 1 - j \omega \varepsilon_0 \tilde{G}_0(\vec{H}^{1-}_0 + \nabla \times \tilde{G}_0 \cdot \vec{E}^{1-}_0 \right] dS', \\
\tilde{E}^{\mu 2}_1 (\vec{r}) &= \int_{S^1} \left[ 1 - j \omega \mu_0 \tilde{G}_1(\vec{r} \cdot \vec{H}^{2-}_1 - \nabla \times \tilde{G}_1 \cdot \vec{E}^{2-}_1 \right] dS', \\
\tilde{H}^{\mu 2}_1 (\vec{r}) &= \int_{S^1} \left[ 1 - j \omega \varepsilon_0 \tilde{G}_1(\vec{H}^{2-}_1 + \nabla \times \tilde{G}_1 \cdot \vec{E}^{2-}_1 \right] dS',
\end{align*}
\]

where \( \tilde{G}_i = \left( \frac{1}{l} + \frac{\nabla \nabla}{k_i^2} \right) g_i \) is the dyadic Green’s function, and \( g_i \) is the scalar Green’s function in medium \( V_i \), \( k_i = \omega \sqrt{\mu_i \varepsilon_i} \) and \( l = 0,1 \). The fields have to satisfy the following boundary conditions on interface \( S^1 \),

\[
\tilde{E}^{1+}_1 + \tilde{E}^{1-}_1 = -\tilde{E}^{2+}_1 - \tilde{E}^{2-}_1 , \quad \tilde{H}^{1+}_1 + \tilde{H}^{1-}_1 = -\tilde{H}^{2+}_1 - \tilde{H}^{2-}_1 .
\]

Take the scattered electric field expressed by (5) as an example. If we move the observation point to surface \( S^1 \) from the outside area, and take into account the singularities of the dyadic Green’s functions when source and observation points overlap, the rotated tangential scattered electric field on surface \( S^1 \) can be written as
\[ \vec{E}_i^{-} = -\hat{a}_{n,i} \times \vec{E}_i^{1^{+}} |_{S_i} = -\hat{a}_{n,i} \times \int_{S_i} (-j \omega \mu \vec{G}_0) \cdot \vec{H}_i^{1^-} dS' - \hat{a}_{n,i} \times \int_{S_i} (-\nabla g \times \vec{E}_i^{-}) dS' + \frac{\Omega}{4\pi} \vec{E}_i^{-}. \]  \hspace{1cm} (10)

For smooth surface, the solid angle is \( \Omega = 2\pi \), equation (10) becomes

\[ \frac{1}{2} \vec{E}_i^{-} = \hat{a}_{n,i} \times \int_{S_i} \nabla g \times \vec{E}_i^{-} dS' = \hat{a}_{n,i} \times \int_{S_i} \left( j \omega \mu \vec{G}_0 \right) \cdot \vec{H}_i^{1^-} dS'. \]  \hspace{1cm} (11)

If we examine the scattered electric field \( \vec{E}_i^{1^2} (\vec{r}) \) and move the observation point to surface \( S_i \) from its interior area, we can show that the rotated tangential scattered electric field on \( S_i^{-} \) satisfies

\[ -\frac{1}{2} \vec{E}_i^{2^{-}} = \hat{a}_{n,i} \times \int_{S_i} \nabla g \times \vec{E}_i^{2^{-}} dS' = \hat{a}_{n,i} \times \int_{S_i} \left( j \omega \mu \vec{G}_1 \right) \cdot \vec{H}_i^{2^-} dS'. \]  \hspace{1cm} (12)

Integral equations for rotated tangential magnetic fields can be expressed in similar way,

\[ \frac{1}{2} \vec{H}_i^{1^-} = -\hat{a}_{n,i} \times \int_{S_i} \left( j \omega \epsilon \vec{G}_0 \right) \times \vec{E}_i^{1^-} dS' + \hat{a}_{n,i} \times \int_{S_i} \nabla g \times \vec{H}_i^{1^-} dS', \]  \hspace{1cm} (13)

\[ -\frac{1}{2} \vec{H}_i^{2^-} = -\hat{a}_{n,i} \times \int_{S_i} \left( j \omega \epsilon \vec{G}_1 \right) \times \vec{E}_i^{2^-} dS' + \hat{a}_{n,i} \times \int_{S_i} \nabla g \times \vec{H}_i^{2^-} dS'. \]  \hspace{1cm} (14)

The same process can also be applied to the incident fields. For example, according to the Huygens’ principle and the distinction theorem, we have

\[ -\frac{1}{2} \vec{E}_i^{1^+} = \hat{a}_{n,i} \times \int_{S_i} \nabla g (g_0 + g_i) \times \vec{E}_i^{1^+} dS' + \hat{a}_{n,i} \times \int_{S_i} \left( j \omega \mu \vec{G}_0 + j \omega \mu \vec{G}_1 \right) \cdot \vec{H}_i^{1^+} dS', \]  \hspace{1cm} (15)

\[ -\frac{1}{2} \vec{H}_i^{1^+} = -\hat{a}_{n,i} \times \int_{S_i} \left( j \omega \epsilon \vec{G}_0 + j \omega \epsilon \vec{G}_1 \right) \times \vec{E}_i^{1^+} dS' + \hat{a}_{n,i} \times \int_{S_i} \nabla g (g_0 + g_i) \times \vec{H}_i^{1^+} dS'. \]  \hspace{1cm} (16)

With these integral equations, we are able to establish a set of coupled surface integral equations on interface \( S_i \). Firstly, we consider the case that an incident field illuminates on \( S_i \) from the outer side only, i.e., \( \vec{X}_i^{1^+} \neq 0, \vec{X}_i^{2^+} = 0 \). Combining (11)-(16) and eliminating \( \vec{E}_i^{1^+}, \vec{H}_i^{1^+} \) gives

\[ \hat{a}_{n,i} \times \int_{S_i} \nabla (g_0 + g_i) \times \vec{E}_i^{2^-} dS' + \hat{a}_{n,i} \times \int_{S_i} \left( j \omega \mu \vec{G}_0 + j \omega \mu \vec{G}_1 \right) \cdot \vec{H}_i^{2^-} dS' = \vec{E}_i^{1^+}, \]  \hspace{1cm} (17)

\[ -\hat{a}_{n,i} \times \int_{S_i} \left( j \omega \epsilon \vec{G}_0 + j \omega \epsilon \vec{G}_1 \right) \times \vec{E}_i^{2^-} dS' + \hat{a}_{n,i} \times \int_{S_i} \nabla (g_0 + g_i) \times \vec{H}_i^{2^-} dS' = \vec{H}_i^{1^+}. \]  \hspace{1cm} (18)
It is not difficult to check that (17) and (18) are equivalent to PMCHW formulation (Rao et al., 1982) by denoting $\bar{J} = H^{2_1}$, $\bar{J}_{nu} = E^{2_1}$. Symbolically, the rotated tangential scattered fields on interface $S_i^+$ can be expressed in terms of the incident fields as

$$\left[ \bar{X}_i^{2_1} \right] = \left[ \tau_i(\cdot) \right] \left[ \bar{X}_i^{1+} \right]. \quad (19)$$

Therefore, the rotated tangential scattered fields on interface $S_i^+$ is obtained by

$$\left[ \bar{X}_i^{1+} \right] = -\left\{ I + \left[ \tau_i(\cdot) \right] \right\} \left[ \bar{X}_i^{1+} \right]. \quad (20)$$

$I$ is the identity tensor. It is natural to interpret $\left[ \tau_i(\cdot) \right]$ as a transmission operator and $\left[ \mathcal{T}(\cdot) \right] = -\left\{ I + \left[ \tau_i(\cdot) \right] \right\}$ a reflection operator.

Secondly, we consider the case that incident field illuminates on $S_i$ from interior side only, i.e., $\bar{X}_i^{1+} = 0$, $\bar{X}_i^{2+} \neq 0$. It can be proven that the rotated tangential scattered fields are subject to the following coupled surface integral equations,

$$\hat{a}_{n,i} \times \int_{S_i} \nabla (g_0 + g_1) \times \bar{E}_{i}^{1+} dS' + \hat{a}_{n,i} \times \int_{S_i} \left( -j \omega \mu_0 \bar{G}_0 - j \omega \mu_1 \bar{G}_1 \right) \cdot \bar{H}_i^{1+} dS' = -\bar{E}_i^{2+}, \quad (21)$$

$$\hat{a}_{n,i} \times \int_{S_i} \left( j \omega \varepsilon_0 \bar{G}_0 + j \omega \varepsilon_1 \bar{G}_1 \right) \cdot \bar{E}_i^{1+} dS' + \hat{a}_{n,i} \times \int_{S_i} \nabla (g_0 + g_1) \times \bar{H}_i^{1+} dS' = -\bar{H}_i^{2+}. \quad (22)$$

Comparing (21) (22) with (17) (18), we can write that

$$\left[ \bar{X}_i^{1+} \right] = -\left[ \tau_i(\cdot) \right] \left[ \bar{X}_i^{2+} \right], \quad (23)$$

$$\left[ \bar{X}_i^{2+} \right] = \left\{ I + \left[ \tau_i(\cdot) \right] \right\} \left[ \bar{X}_i^{2+} \right]. \quad (24)$$

In general situations, incident fields come from both sides of an interface, the total scattered fields are obtained by field superposition, which can be written in matrix form as

$$\begin{bmatrix} \bar{X}_i^{1+} \\ \bar{X}_i^{2+} \end{bmatrix} = \begin{bmatrix} -\left\{ I + \left[ \tau_i(\cdot) \right] \right\} & -\left[ \tau_i(\cdot) \right] \\ \left[ \tau_i(\cdot) \right] & -\left\{ I + \left[ \tau_i(\cdot) \right] \right\} \end{bmatrix} \begin{bmatrix} \bar{X}_i^{1+} \\ \bar{X}_i^{2+} \end{bmatrix}. \quad (25)$$

It can be re-arranged in field transfer equation,

$$\begin{bmatrix} \bar{X}_i^{1+} \\ \bar{X}_i^{2+} \end{bmatrix} = \begin{bmatrix} \mathcal{T}(\cdot) \end{bmatrix} \begin{bmatrix} \bar{X}_i^{1+} \\ \bar{X}_i^{2+} \end{bmatrix}, \quad (26)$$

where $\left[ \mathcal{T}(\cdot) \right]$ may be interpreted as a transfer operator.
The scattered fields $\mathbf{E}_{i}^{s2}$, $\mathbf{H}_{i}^{s2}$ will transfer to interface $S_{2}$ and serve as the incident fields on $S_{2}$, i.e., $\mathbf{E}_{i}^{s2}$, $\mathbf{H}_{i}^{s2}$, as is illustrated in Fig. 5. Similarly, the scattered fields $\mathbf{E}_{i}^{12+}$, $\mathbf{H}_{i}^{12+}$ from interface $S_{2}$ will transmit through the medium layer and illuminate on $S_{1}$ as the incident fields of $\mathbf{E}_{i}^{12+}$, $\mathbf{H}_{i}^{12+}$. From Huygens’ principle, the scattered fields associated with $\mathbf{E}_{i}^{s2}$, $\mathbf{H}_{i}^{s2}$ are

$$\mathbf{E}_{i}^{s2}(\mathbf{r}) = -\int_{S_{1}} (\nabla g_{1} \times \mathbf{E}_{i}^{s2}) dS' + \int_{S_{1}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{H}_{i}^{s2} dS', \quad (27)$$

$$\mathbf{H}_{i}^{s2}(\mathbf{r}) = -\int_{S_{1}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{E}_{i}^{s2} dS' + \int_{S_{1}} \nabla g_{1} \times \mathbf{H}_{i}^{s2} dS'. \quad (28)$$

Using the definition of rotated tangential components, we get

$$\mathbf{E}_{12}^{s+} = -\mathbf{a}_{n,2} \times \mathbf{E}_{i}^{s2}(\mathbf{r}_{2}) = \mathbf{a}_{n,2} \times \int_{S_{2}} (\nabla g_{1} \times \mathbf{E}_{i}^{s2}) dS' + \mathbf{a}_{n,2} \times \int_{S_{2}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{H}_{i}^{s2} dS', \quad (29)$$

$$\mathbf{H}_{12}^{s+} = \mathbf{a}_{n,2} \times \mathbf{H}_{i}^{s2}(\mathbf{r}_{2}) = -\mathbf{a}_{n,2} \times \int_{S_{2}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{E}_{i}^{s2} dS' + \mathbf{a}_{n,2} \times \int_{S_{2}} \nabla g_{1} \times \mathbf{H}_{i}^{s2} dS'. \quad (30)$$

Equations (29) and (30) describe the field transmission from $\mathbf{E}_{i}^{s2}$, $\mathbf{H}_{i}^{s2}$ to $\mathbf{E}_{12}^{s+}$, $\mathbf{H}_{12}^{s+}$. Similarly, the relationship between the incident fields on the inner side of $S_{1}$ and the scattered fields from $S_{2}$ can be derived as

$$\mathbf{E}_{i}^{12+} = -\mathbf{a}_{n,1} \times \int_{S_{1}} \nabla g_{1} \times \mathbf{E}_{12}^{s+} dS' - \mathbf{a}_{n,1} \times \int_{S_{1}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{H}_{12}^{s+} dS', \quad (31)$$

$$\mathbf{H}_{i}^{12+} = \mathbf{a}_{n,1} \times \int_{S_{1}} (j \omega \mathbf{I}_{1}) \cdot \mathbf{E}_{12}^{s+} dS' - \mathbf{a}_{n,1} \times \int_{S_{1}} \nabla g_{1} \times \mathbf{H}_{12}^{s+} dS'. \quad (32)$$

Symbolically we denote

$$[\mathbf{X}_{1}^{s2}] = [D_{12}(\cdot)] [\mathbf{X}_{2}^{12}]$$

(33)
(33) and (34) depict the relationship between the fields of two consecutive interfaces, with \([D_y(\cdot)]\) being the transmission operator. The first subscript of \([D(\cdot)]\) indicates the destination interface, while the second subscript indicates the source interface. This convention is used throughout this chapter. Obviously, the homogeneous medium layer can be considered as a section of generalized transmission line, with \([D_{2i}(\cdot)]\) and \([D_{2f}(\cdot)]\) being its forward and backward transmission operators, respectively.

Since the innermost layer \(V_2\) is homogeneous, the scattering problem on \(S_2\) can be considered as a special case of the above scattering problem with \(\bar{X}_2^{2+} = 0\). The scattered fields are only related to the incident fields from the outer side of the interface by equation (20), which is rewritten as follows

\[
[\bar{X}_2^{1+}] = -[I + [r_2(\cdot)]] [\bar{X}_2^{1+}] = [T_2(\cdot)] [\bar{X}_2^{1+}].
\]

Therefore, the two-layered scatterer is modelled as a cascaded network of two generalized devices connected by a transmission line, as is shown in Fig. 6.

![Fig. 6 A cascaded network model for a two-layered scatterer.](image)

Assume that all field components are expanded and tested with a kind of vector basis functions on the reference surface \(S\). The generalized transition matrix \([T_{bi}]\) of block \(i\) is defined according to

\[
[X_i^+] = [T_{bi}] [X_i^{1+}].
\]

\([T_{bi}]\) can be used to describe the scattering characteristics of a scatterer with arbitrary shapes and materials. At a given frequency, \([T_{bi}]\) is calculated independently only once for each block and can be re-used if necessary. For homogeneous media, the entries of \([T_{bi}]\) can be found from (17), (18) by applying Galerkin’s scheme directly. For scatterers with complex
structures, \([T_i]\) may be obtained using properly chosen method (Creticos & Schaubert, 2006; Lean, 2004; Polewski et al., 2004; Taskinen & Ylä-Oijala, 2006; Umashankar et al., 1986). In this chapter, the generalized transition matrix of a two-layered block is obtained using the above described cascaded network technique.

Assume that all rotated tangential fields on the interface \(S_i\) are expanded with a set of vector basis functions \(\tilde{f}_{i,j}(r)\) as follows:

\[
\tilde{E}_{\pm}^{\mu}(r) = \sum_{j=1}^{N_i} e_{i,j}^{\mu \pm} \tilde{f}_{i,j}(r), \quad \tilde{H}_{\pm}^{\mu}(r) = \sum_{j=1}^{N_i} h_{i,j}^{\mu \pm} \tilde{f}_{i,j}(r),
\]

where \(N_i\) is number of vector functions used on interface \(S_i\) and \(u = 1, 2\). Functions \(\tilde{f}_{i,j}(r)\) are also used as test functions. For the sake of convenience, we denote

\[
\tilde{e}_{i,j}^{\mu \pm} = \int_{S_i} \tilde{E}_{\pm}^{\mu}(r) \cdot \tilde{f}_{i,j}(r) dS, \quad \tilde{h}_{i,j}^{\mu \pm} = \int_{S_i} \tilde{H}_{\pm}^{\mu}(r) \cdot \tilde{f}_{i,j}(r) dS,
\]

where \(t_i\) is the support of vector basis function \(\tilde{f}_{i,j}(r)\). It can be derived that

\[
\begin{bmatrix} \tilde{e}_{i,j}^{\mu \pm} \end{bmatrix} = \begin{bmatrix} P_i \end{bmatrix} \begin{bmatrix} e_{i,j}^{\mu \pm} \end{bmatrix}, \quad \begin{bmatrix} \tilde{h}_{i,j}^{\mu \pm} \end{bmatrix} = \begin{bmatrix} P_i \end{bmatrix} \begin{bmatrix} h_{i,j}^{\mu \pm} \end{bmatrix}.
\]

Here \([P_i]\) is a Gramm matrix formed by the inner products of the basis functions and test functions on the surface \(S_i\). The entries of the Gramm matrix are defined as

\[
P_i(i, j) = \int_{S_i} \tilde{f}_{i,j}(r) \cdot \tilde{f}_{i,j}(r) dS.
\]

Applying Galerkin’s method to (17) (18) yields

\[
\begin{bmatrix} A_i^{ee} & A_i^{eh} \\ A_i^{he} & A_i^{hh} \end{bmatrix} \begin{bmatrix} e_{i,j}^{\mu \pm} \\ h_{i,j}^{\mu \pm} \end{bmatrix} = \begin{bmatrix} P_i \end{bmatrix} \begin{bmatrix} 0 \\ e_{i,j}^{\mu \pm} \end{bmatrix},
\]

where all elements of the coefficient matrices have their conventional form of double surface integrations on the corresponding meshes. For example, on \(S_i\) we have

\[
A_i^{ee}(i, j) = \int_{S_i} \tilde{f}_{i,j}(r) \cdot \tilde{a}_{i,1} \times \int_{S_i} \nabla (g_0 + g_1) \times \tilde{f}_{i,j}(r) dS dS.
\]

A generalized transmission matrix \([r_i]\) can be defined as
\[ [\tau_j] = \begin{bmatrix} A^{j} - A_h \end{bmatrix}^{-1} \begin{bmatrix} [P] \end{bmatrix} = 0 \begin{bmatrix} [P] \end{bmatrix} + [A]^{-1} [P_j]. \] (43)

Although \([\tau_j]\) is frequency-dependent, it does not depend on incident fields. The generalized transfer matrix of interface \(S_i\) can then be defined accordingly,

\[ [F_i] = \begin{bmatrix} [F_i^{11}] & [F_i^{12}] \\ [F_i^{21}] & [F_i^{22}] \end{bmatrix} = \begin{bmatrix} [\tau_i]^{-1} - I \\ -[\tau_i]^{-1} -[\tau_i]^{-1} - I \end{bmatrix} = \begin{bmatrix} [P_{i1}]^{-1} [A_i] - I \\ -[P_{i2}]^{-1} [A_i] - [P_{i2}]^{-1} [A_i] - I \end{bmatrix}. \] (44)

The same mesh structure and vector basis functions are applied when evaluate field transmission between consecutive interfaces. We still consider the two-layered scatterer shown in Fig. 5. Applying Galerkin’s method to integral equations (29)-(32) yields

\[ [P_{i1}] [\tilde{X}_1^{2+}] = [D_{i2}] [\tilde{X}_1^{1+}], \] (45)
\[ [P_{i2}] [\tilde{X}_2^{1+}] = [D_{i2}] [\tilde{X}_2^{2+}], \] (46)

where \([D_{i2}]\) is the field transmission matrix from interface \(S_i\) to \(S_i\).

Tracing the field transmission route illustrated in Fig. 5 leads to,

\[ [P_{i1}] [\tilde{X}_1^{2+}] = [P_{i1}] [D_{i2}] [\tilde{X}_2^{1+}] = [P_{i1}] [D_{i2}] [T_i] [\tilde{X}_2^{1+}] = [P_{i1}] [D_{i2}] [T_i] [P_{i2}] [\tilde{X}_1^{1+}] = [D_{i2}] [P_{i2}] [\tilde{X}_1^{2+}]. \] (47)

Denote

\[ [\Gamma_i'] = [D_{i2}] [T_i] [P_{i2}] [\tilde{X}_1^{2+}]. \] (48)

The generalized T-matrix for a bock is found to be

\[ [T_b] = ([F_i^{21}] [\Gamma_i'] + [F_i^{22}]) ([F_i^{11}] [\Gamma_i'] + [F_i^{12}])^{-1}. \] (49)

Generally speaking, a multilayered scatterer can also be handled in this recursive way. A multilayered scatterer interacts with the surrounding environment all through the outermost interface. It is natural to use the generalized transition matrix \([T]\) defined on the outermost interface to describe the whole scattering characteristics of the scatterer. For arbitrary incident fields, the rotated tangential scattered fields can be found from the rotated tangential incident fields directly by multiplying the generalized T-matrix.

This technique is used to analyse the block of the reinforced concrete wall. The scattering problem at the interface between concrete and air is solved by using surface integral equations (17)-(22), with its transfer matrix obtained by (44). The scattering problem at the surface of the steel bar is treated with the same approach. Coordinate transform may be
applied to overcome the numerical problem caused by high conductivity of the steel (Li & Chew, 2007). The generalized transition matrix \( [T_2] \) of the steel bar is determined according to equation (20). The field transmission flow chart is illustrated in Fig. 7.

![Fig. 7. Field transmission between interfaces \( S_1 \) and the surface of the steel core \( S_2 \).](image)

After the scattering characteristics of all blocks are represented by their generalized T-matrices, the scattered fields of the whole wall can be analysed by taking into account of the mutual couplings between all blocks, as is shown in Fig. 8, where \( M \) scatterers are considered. The generalized transition matrix of scatterer \( m \) is denoted by \( [T_m] \). It is defined on the reference surface \( S_m \) and has been calculated independently in advance.

![Fig.8 Total incident fields on scatterer- \( m \), including the original incident fields and all scattered fields from other scatterers.](image)

The total incident fields for scatterer- \( m \) include the original incident fields on its reference surface \( S_m \) and all scattered fields from other scatterers, i.e.,

\[
[X_m] = \sum_{n=1, n \neq m}^{M} [P_{mn}]^{-1} [D_{mn}] [X_n] + [X_m^{inc}],
\]

where \( [D_{mn}] \) are field transmission matrix from scatterer- \( n \) to scatterer- \( m \). They are defined like (29) (30), except that the integral areas are replaced by the corresponding reference surfaces of \( S_m \) and \( S_n \). Denote

\[
[D_{mn}] = \begin{bmatrix}
[D_{mn}^{e}] & [D_{mn}^{h}]
\end{bmatrix}
\begin{bmatrix}
[D_{mn}^{e}] & [D_{mn}^{h}]
\end{bmatrix}
\]

(51)
All entries are evaluated with double surface integrals. For example, we have
\[
D_{mn}^{\psi}(p,q) = \int_{R_{\gamma}} [\hat{a}_{m,n} \times \nabla \times \frac{\varepsilon}{\mu} \hat{f}_p(r') \frac{dS_m}{dS_p}], \quad (52)
\]
where \( \hat{f}_p(r') \) and \( \hat{f}_p(r) \) are basis functions on the reference surface of scatterer- \( n \) (source) and scatterer- \( m \) (destination), respectively, and \( \hat{a}_{m,n} \) is the normal unit vector of \( S_m \). \([P_{mn}]\) is the Gramm matrix on the surface of scatterer- \( m \). The total scattered fields of scatterer- \( m \) on the specified reference surface is then obtained by \( [X_m^s] = [T_m][X_m^{inc}] \). By virtue of equation (36) and the surface integral equations (17) (18), we can derive the discretized form of the surface integral equation defined on surface \( S_m \) as follows
\[
[X_m^s] = \sum_{n=1}^{N_b} [T_m][D_{mn}][X_m^{inc}], \quad (53)
\]
\( [X_m^{inc}] \) is the original incident field on \( S_m \). It can be proved that the equivalent sources satisfy a similar equation,
\[
[I_{mn}] = \sum_{n=1}^{N_b} [R_m][D_{mn}][I_{mn}], \quad (54)
\]
Here \( N_b \) is the number of blocks, \( I_{mn} \) are the expanding coefficient of equivalence surface sources, where \( [R_m] = [I] + [T_m] \). \([I]\) is the identity tensor. Equation (53) or (54) is the matrix form of the generalized surface integral equation formulation of a complex multi-scale system. For perfect conducting surfaces, equation (54) is more convenient to use because \( \hat{M}_{sn} = 0 \) in these cases. A complex multi-scale electromagnetic system may be divided into sub-blocks with proper sizes and reference surfaces. Small objects are usually grouped together and contained in one reference surface. Large bulk of inhomogeneous/homogeneous media or conducting media can be divided into smaller blocks. The generalized transition matrix of each block is then found using relevant method according to its structure; each block is assumed to be placed alone in the infinite homogeneous background media with parameters of \( \varepsilon_0 \) and \( \mu_0 \). The total electromagnetic characteristics of the system can be evaluated using the generalized surface integral equations, i.e., equation (53) or (54). With this method, the unknowns involved in the final linear system are significantly reduced.

3. Field Transmission Matrices between Adjacent Blocks

Assume that block- \( m \) and block- \( n \) share a common interface \( S_{mn} \), as is shown in Fig. 9, where \( \hat{a}_{n,m} \) and \( \hat{a}_{m,n} \) are normal unit vectors of surface \( S_m \) and \( S_n \), respectively. The
scattered fields from block- \( m \) are expressed in terms of the rotated tangential fields on surface \( S_m \) using equations (5)-(6). Taking into account the singularity of the dyadic Green’s function when the source point and observatory point overlap on surface \( S_m \), we can write that

\[
\tilde{E}_m^+ = -\hat{a}_{n,n} \times \tilde{E}_m^i (\vec{r}) = \hat{a}_{n,n} \times \int_{S_m} \left( j \omega \mu_0 \tilde{\mathbf{G}} \cdot \tilde{\mathbf{H}}_m \right) dS' + \hat{a}_{n,n} \times \int_{S_m} \left( \nabla g_{0 \omega} \times \tilde{E}_m^i \right) dS' - \frac{\gamma}{2} \tilde{E}_m^- , \tag{55}
\]

\[
\tilde{H}_m^+ = \hat{a}_{n,n} \times \tilde{H}_m^i (\vec{r}) = -\hat{a}_{n,n} \times \int_{S_m} j \omega \varepsilon_0 \tilde{\mathbf{E}}_m \cdot dS' + \hat{a}_{n,n} \times \int_{S_m} \left( \nabla g_{0 \omega} \times \tilde{H}_m \right) dS' - \frac{\gamma}{2} \tilde{H}_m^- , \tag{56}
\]

where \( \tilde{E}_m^+ \) and \( \tilde{H}_m^+ \) are the rotated tangential fields on \( S_m \) created by \( \tilde{E}_m^- \) and \( \tilde{H}_m^- \) on surface \( S_m \cdot \gamma = 1 \) if \( \vec{r} \in S_m \) and \( \gamma = 0 \) elsewhere. The fact that \( \hat{a}_{n,n} = -\hat{a}_{n,m} \) on surface \( S_{mn} \) has been used to get equations (55) (56). Note that equations (55) and (56) also hold true if we replace \( \tilde{E}_m^- \) by \( M_{sm} \) and \( \tilde{H}_m^- \) by \( J_{sm} \) simultaneously.

![Fig. 9 Block- \( m \) and block- \( n \) share a common interface \( S_{mn} \).](image)

Assume that the rotated tangential fields are expanded and tested with vector basis functions \( \tilde{f}_{m,j} \) and \( \tilde{f}_{n,i} \) on surface \( S_m \) and \( S_n \), respectively, then (55) (56) can be cast into

\[
\begin{bmatrix}
X_{mn}^+
\end{bmatrix} = \begin{bmatrix}
D_{mn}
\end{bmatrix} \begin{bmatrix}
X_{mn}^-
\end{bmatrix} = \left( \begin{bmatrix}
\tilde{D}_{mn}
\end{bmatrix} - \frac{1}{2} \begin{bmatrix}
P_{mn}
\end{bmatrix} \right) \begin{bmatrix}
X_{mn}^-
\end{bmatrix} , \tag{57}
\]

here, \( \begin{bmatrix}
\tilde{D}_{mn}
\end{bmatrix} \) corresponds to the Cauchy principal value of the field transmission matrix from block- \( m \) to block- \( n \), which can be calculated with numerical integrations. \( \begin{bmatrix}
P_{mn}
\end{bmatrix} \) is a Gramm matrix with entries defined by

\[
P_{mn} (i,j) = \int_{\partial S_m} \tilde{f}_{m,j} \cdot \tilde{f}_{n,i} dS . \tag{58}
\]

Apparently, \( \frac{1}{2} \begin{bmatrix}
P_{mn}
\end{bmatrix} \) corresponds to the residual term caused by the singularity of the dyadic Green’s function. \( P_{mn} (i,j) = 0 \) for non-adjacent blocks.
4. Characteristic Basis Functions and Synthetic Basis Functions

Characteristic basis functions (CBFs) (Prakash & Mittra, 2003) are used to further reduce the unknowns in the final linear system. In this example, the CBFs are created in the following way: determine a neighbour domain for each block at first, which consists of \( N_{adj} \) nearest blocks. Since the generalized transition matrix of each block is readily available, the scattered fields of the small system consisting of an individual block and its neighbour domain can be calculated easily by solving a small linear equation system as follows,

\[
\begin{bmatrix}
X_n^+ \\
X_n^- \\
\end{bmatrix} - \sum_{m=1, m \neq n}^{N_{adj}} \left[ T_{mn} \right] \left[ D_{mn} \right] \begin{bmatrix}
X_n^+ \\
X_n^- \\
\end{bmatrix} = \left[ T_{wn} \right] \begin{bmatrix}
X_s^{inc} \\
\end{bmatrix}.
\]

(59)

The rotated tangential scattered fields (or equivalent surface sources if equation (54) is used.) are then selected as the characteristic basis function of that block, denoted by \( \begin{bmatrix}
X_n^+ \\
X_n^- \\
\end{bmatrix} \), and the total rotated tangential fields are expanded with

\[
\begin{bmatrix}
X^- \\
\end{bmatrix} = \sum_{m}^{N_b} \alpha_m \begin{bmatrix}
X_s^+ \\
\end{bmatrix}.
\]

(60)

Therefore, equation (53) is cast into a linear system with only \( N_b \) unknowns,

\[
[A][\alpha] = \begin{bmatrix}
X_s^{inc} \\
\end{bmatrix}.
\]

(61)

where the interaction factor between block- \( m \) and block- \( n \) is defined by

\[
A_{mn} = \begin{cases}
\begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix} \cdot \left[ T_{mn} \right] \left[ D_{mn} \right] \begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix}^*, & \text{for } m \neq n \\
\begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix} \cdot \begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix}^*, & \text{for } m = n
\end{cases}
\]

(62)

and \( X_s^{inc} (m) = \begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix} \cdot \begin{bmatrix}
X_s^+ \\
X_s^- \\
\end{bmatrix}^* \). The upper script \( t \) stands for transpose operation and \( \ast \) for conjugate.

Synthetic basis functions (Matekovits et al., 2007) can also be applied to reduce the number of unknowns involved in the generalized surface integral equation (53). In order to implement SBFs with GSIE, we have to generate a response space for a block using the method described in (Matekovits et al., 2007), where it is pointed out that the degree of freedom of the SBFs for a block is less than the total unknown number \( N_m \) for the block expressed with low-order basis functions. Therefore, based on equivalence principle, an auxiliary source space may be used to handle the effect from all other scatterers in the system except the one under consideration, and it is possible to use SBFs fewer than \( N_m \) for that block. This may be considered as an information compression process. The characteristics of the practical structure should be fully made use of in order to achieve a large compression ratio. In radiation problems, the fact that near fields evanesce rapidly from a scatterer is a key factor to use to compress the response space. Hence, the auxiliary
sources should be put as far as possible away from the scatterer under consideration. On
the other hand, the input condition and the connecting circuits are all key factors of the
problem that may have significant effect on the response space and should be included in
the compression procedure. However, the method is hard to implement in cases when sub-
blocks are tightly connected, because the auxiliary sources should be put exactly on the
interface of a sub-block in these cases. As a result, the compression ratio is usually found to
be very low. We have supposed a modified scheme to implement SBFs, which is in
somewhat similar to the method described in (Tiberi et al., 2006)). Instead of using point
sources, \( N_s \) plane waves with incident angles of \( \phi = 2\pi s/N_s \), \( s = 1, \ldots , N_s \) are chosen as the
auxiliary sources, as is illustrated in Fig. 10. In cases we have checked, we found that if same
number of SBFs are used, this arrangement provides better accuracy than putting auxiliary
sources directly on the boundary of the sub-block.

Fig. 10 Auxiliary plane waves are used to generate the SBFs of block- \( m \).

The scattered fields of each incident plane wave are collected together to form a response
space of block- \( m \), which is a \( N_m \times N_s \) matrix and denoted by \( [X_{\text{S}}] \). Applying singular
value decomposition (SVD) operation gives

\[
[X_{\text{S}}] = [U][S][V]^H.
\]  

The singular values of \( [X_{\text{S}}] \) is stored in the diagonal entries of \( [S] \) in descending order,
while their corresponding eigen functions are stored in the related columns of \( [U] \). We use
the following criterion given in (Matekovits et al., 2007) to generate the SBFs,

\[
S(p, p) / S(1,1) \leq \varepsilon, \quad p = 1, \ldots , N_{svd}.
\]  

The first \( N_{svd} \) eigen functions corresponding to the first \( N_{svd} \) singular values are selected as the
SBFs of block- \( m \), i.e.,

\[
[X_{\text{mp}}] = [U]_p, \quad p = 1, \ldots , N_{svd}.
\]  

\([U]_p\) denotes the \( p \)th column of \( [U] \).
The rotated tangential fields on the reference surface of block-$m$ are then expanded with SBFs as follows,

$$ X_n = \sum_{p=1}^{N_{rf}} \alpha_{mp} X_{mp}^s. $$

Substituting (66) into (53) and testing it with SBFs (Galerkin’s scheme) result in a size-reduced linear system, the unknown number of which equals to the total number of SBFs on all blocks. The interactions between block-$m$ and block-$n$ are also defined by equation (62), except that SBFs are used to replace CBFs.

In SBFM, because the most significant SBFs for the system are selected once for all, and the mutual coupling is treated rigorously, the numerical accuracy of SBFM is well controlled compared to CBFM.

5. Numerical Results

The field in the cavity illustrated in Fig. 1 is calculated using the above-discussed generalized surface integral equation method. The wall is divided into 36 blocks and the surface of each block is segmented to 40 segments, roughly 10 segments per wavelength. The z-axis polarized TM plane wave with unit magnitude is assumed to excite at $\Phi = 45^\circ$.

Triangle-shaped vector basis functions $\tilde{f}_{n,i}$ are used to expand all tangential electric field components, while $\hat{a}_n \times \tilde{f}_{n,i}$ are used to expand all tangential magnetic field components.

The generalized transition matrix of each block is calculated using cascaded network techniques. The total electric fields in the cavity are first calculated using equation (53) directly, with totally 2880 unknowns involved. The calculated electric field is plotted in Fig. 11, from which it can be seen that the fields in the cavity are attenuated from -20dB to -55dB due to the shielding effect of the walls.

![Fig.11. Calculated magnitude (Units: dB) of the total electric field in the internal area of the cavity (8\lambda\times8\lambda).](image)

Characteristic basis functions are used to re-calculate the field in the cavity. The neighbour domain of each block contains the nearest 3 blocks at one side. Therefore, a small system consisting of 7 blocks has to be solved to create a characteristic basis function. The final
linear system resulting from equation (61) has only 36 unknowns. For large complex multi-scale system, this reduction rate of unknown number is really substantial. For comparison, the discrepancy of the scattered fields in the cavity calculated by using the two methods is plotted in Fig. 12 (in decibels).

Fig. 12. The discrepancy of the electric fields calculated with the two methods. (Units: dB)

6. Conclusions

A generalized surface integral formulation for analyzing large 2-D cavity with reinforced concrete walls is presented. The wall is divided into small blocks and each block is described by an associated generalized transition matrix defined on its reference surface. Detail structure of each block is analyzed locally only once, and is replaced by a simpler reference surface. By applying the presented method in conjunction with characteristic basis functions and synthetic basis functions, the unknowns and the cost for evaluating the interactions among blocks are significantly reduced.

7. References


1. Introduction

Multiple 60-GHz WPAN (Wireless Personal Area Network) radio transceiver chips using CMOS or BiCMOS process have been developed as wireless communication service of several-gigabit rate [Reynolds, 2006] [Razavi, 2006]. In a 60GHz millimetre-wave transceiver, frequency synthesizer is a key building block. It is very difficult to design the PLL-based programmable synthesizer directly at 60GHz band without tripler or doubler. A 14.25-16-GHz programmable PLL synthesizer was presented as a frequency source for 60GHz direct-conversion receiver. Its output frequencies of 28.5-32GHz are generated using Wilkinson power combiner [Lee, 2008]. A 16-18.8GHz programmable PLL was developed as a local oscillator for 60GHz dual-conversion super-heterodyne transceiver [Floyd, 2008]. Its tripled output frequency becomes 46 to 54GHz. Also, various non-programmable PLLs have been developed as millimetre-wave frequency sources, but they are not suitable for 60GHz WPAN radio covering 57 to 64GHz range [Winkler, 2005] [Lee, 2007].

In this chapter, we present a 52-GHz PLL-based synthesizer for 60GHz dual-conversion super-heterodyne receiver. The synthesizer is composed of 26GHz programmable PLL and 52GHz frequency doubler. The 26GHz PLL consists of PFD, charge pump, loop filter, LC VCO, and four-modulus divider. The synthesizer shows a 50-53GHz locking range, and generates two channels of 50.304GHz and 52.4GHz when 262MHz reference is used. The PLL achieves phase noises of ≈ -89dBc/Hz from 26.2GHz and ≈ -81dBc/Hz from 52.4GHz, at 1MHz offset frequency, respectively. The synthesizer represents spurious noise level of ≈ -42dBc/Hz, and consumes 160mA at 2.5V.

In section 2 of this chapter, a 60GHz dual-conversion super-heterodyne receiver is briefly introduced. In section 3, the 52GHz PLL synthesizer including frequency doubler is described in detail. The experimental results are presented in section 4, and finally, conclusion is drawn in section 5.

2. 60GHz Dual-Conversion Super-Heterodyne Receiver

Fig. 1 shows a dual-conversion super-heterodyne receiver for 60GHz WPAN radio including RF and IF PLL. The 60-GHz dual-conversion receiver consists of RF LNA, RF Mixer, RF PLL, VGA, IF Mixer, and IF PLL. In the 60GHz receiver, the LNA amplifies the RF signals between 57GHz and 64GHz, which are down converted to 10GHz IF signal by the RF mixer. Then, the amplitude of the 10-GHz IF signal is controlled by the variable-gain...
amplifier (VGA). And it is fed to the double-balanced IF mixer which performs the IF-to-base-band signal conversion. The local oscillator (LO) module is configured with 52GHz RF PLL and 10GHz IF PLL. The RF PLL should provide three channels between 48.208GHz and 52.4GHz in step of 2.096GHz or between 48.576GHz and 52.8GHz by 2.112GHz step, with RF mixer down-converting the RF signals of 57-64GHz. The IF PLL provides only 10GHz or 10.032GHz fixed carrier, depending upon which reference clock of 262MHz and 264MHz is used.

![Receiver Path](image)

**Fig. 1.** 60GHz dual-conversion superheterodyne receiver with RF PLL

### 3. Design of 52GHz PLL Frequency Synthesizer

#### 3.1 Frequency Synthesizer Architecture using PLL

Fig. 2 represents the 52-GHz frequency synthesizer block diagram using phase-locked loop. The frequency synthesizer consists of PFD, charge pump, loop filter, LC-tank VCO, and four-modulus divider. In the frequency synthesizer, all components including frequency doubler and loop filter are implemented on chip. The 52-GHz PLL is designed for providing local signal to the 60-GHz receiver covering unlicensed WPAN band (57-64GHz). As shown in Fig. 2, the PLL generates 52GHz frequency through the frequency doubler making twice the output frequencies of the 26GHz VCO. The frequency doubler configured with a differential amplifier suppresses odd-mode harmonic carriers such as $f_o$, $3f_o$, $5f_o$, etc, but it combines the even-mode carriers ($2f_o$, $4f_o$, etc) of the differential VCO, additively. Therefore, only differential even-mode harmonic carriers are emerged from the output port of the frequency doubler whose circuit diagram is presented in 3.5.

The phase-frequency detector is designed to operate at high speed of 264MHz. The third order loop filter is implemented on chip. Since the on-chip passive loop filter occupies large chip area, each optimized values of loop-filter components should be chosen, considering its chip area, loop settling time, and spurious noise level. The LC-tank VCO is designed to generate high oscillation frequencies of 24.4-26.5GHz. In Fig.2, a four-modulus divider is designed to provide the divide number of 20 to 25 for synthesizing three-channel carriers. Also, the four-modulus divider must operate at high speed to divide the high output frequencies of the 26-GHz VCO. In a millimeter-wave PLL synthesizer, it is very difficult to design a high-speed programmable divider for synthesizing multiple channels because there are many digital logic circuits operating at low speed and some logic-signal delay in
the divider block. Also, a high-speed divider consisting of many digital latches requires much amount of current, and hence, contributes to most of power consumption in the whole PLL circuit. Therefore, the programmable divider should be designed, considering trade-off between power consumption and speed. In this chapter, the 52GHz PLL synthesizer provides two channels of 50.304GHz and 52.4GHz when the reference clock of 262MHz is input. Also, the PLL generates two channels of 50.688GHz and 52.8GHz when the reference clock of 264MHz is input to the PFD.

Fig. 2. 52GHz PLL frequency synthesizer

### 3.2 PFD and Charge Pump

Fig. 3 illustrates a common linear PFD block diagram, configured with two-edge triggered resettable DFFs and a NAND gate, and its state diagram. This PFD generates UP and Down signals that switch the current of charge pump and control its amount. The D inputs of the DFFs are fixed to logic high, and the two input signals \( f_{\text{ref}} \) and \( f_{\text{div}} \) of PFD trigger each DFF. The pulsewidth of both UP and Down signals is proportional to the phase difference between \( f_{\text{ref}} \) and \( f_{\text{div}} \). As shown in Fig. 3(b), initially, both outputs are low. When one of the PFD inputs rises, the corresponding outputs becomes logic high. The state of the finite-state machine (FSM) moves from an initial state to an Up or a Down state, depending on the state of the input signal. According to the state diagram, therefore, the phase and frequency differences of the two input signals are detected by the PFD [Razavi, 2001].

Fig. 4 (a) shows the ideal graph of plotting the input-output characteristics of the tri-state PFD. Defining the output \( V_{\text{out}} \) as the difference between the average values of Up and Down signals when \( f_{\text{ref}} = f_{\text{div}} \) and neglecting the effect of the narrow reset pulses, we note that the output varies symmetrically as \( |\Delta \phi| \) begins from zero as shown in Fig. 4 (a). That is, the PFD ideally shows the linear characteristics for the entire range of input phase differences from \(-2\pi\) to \(2\pi\). The PFD including charge pump senses the transitions at the inputs, detects phase or frequency differences, and activates the charge pump accordingly. When \( f_{\text{ref}} \) is initially far from \( f_{\text{div}} \), the PFD and the charge pump keep varying the control voltage of VCO until \( f_{\text{ref}} \) approaches \( f_{\text{div}} \) closely. When \( f_{\text{ref}} \) and \( f_{\text{div}} \) are sufficiently close, the PFD operates as a phase detector, performing phase lock. Once the phase difference is within the lock-in range and drops to zero, the cycle slipping stops and the PLL loop is locked. Here, the cycle
slipping means that the phase difference changes each cycle by $2\pi \times \left(\frac{T_{f\text{ref}} - T_{f\text{div}}}{\max(T_{f\text{ref}}, T_{f\text{div}})}\right)$. At this viewpoint, the phase defector behaves as a linear system as shown in Fig. 4(a). However, due to the delay of the reset path, the linear range is less than $4\pi$ as shown in Fig. 4(b). The reset pulses prevent the PFD/charge pump from undergoing a deadzone around $\Delta \phi = 0$ in which the PLL loop gain drops to zero and the phase of $f_{\text{div}}$ is locked.

![Fig. 3. (a) linear tri-state PFD, (b) tri-state PFD state diagram](image)

Fig. 4(c) illustrates the nonideal behavior with the reference clock $CK_{f\text{ref}}$ leading the output clock $CK_{f\text{div}}$ causing an Up output. As the input phase difference nears $2\pi$, the next leading edge of $CK_{f\text{ref}}$ arrives before the DFFs are reset due to the finite reset delay. The reset pulse overrides the new $CK_{f\text{ref}}$ edge and then the Up signal is not activated. The subsequent $CK_{f\text{div}}$ edge causes a Down signal. The effect appears as a negative output for phase differences higher than $2\pi - \Delta$, where $\Delta = 2\pi \times \left(\frac{t_{\text{reset}}}{T_{f\text{ref}}}\right)$, which depends on the reset path delay $t_{\text{reset}}$ and the reference clock period $T_{f\text{ref}}$. Note that $t_{\text{reset}}$ is determined by the delay of logic gates in the reset path and is not a function of input frequency. During acquisition, the frequency will not monotonically approach lock-in range because the nonideal PFD gives the wrong information periodically. The acquisition slows by how often the wrong information occurs, which depends on $\Delta$. At an input frequency $T_{f\text{ref}} = 2 \times t_{\text{reset}}$ where $\Delta$ equals $\pi$, the PFD output generates the wrong information half the time and, thus, fails to acquire frequency lock unconditionally. The maximum operating frequency can be expressed as $f_{\text{ref}} \leq 1/(2 \times t_{\text{reset}})$ [Mansuri, 2002].

A commonly used tri-state PFD is implemented by using NOR-based latch to build the edge-triggered resettable DFFs. The reset path includes one two-input NAND, one inverter, and three two-input NORs, which are counted twice in the reset path. Thus, the delay of the reset path is approximately equal to 10 gate delays [Razavi, 2001]. This reset pulse delay is required to remove a deadzone. However, the reset delay makes the settling time of PLL slow and disables the phase lock in the worst case of $\Delta \geq \pi$. In this PLL, the short pulse period is about 210 ps, the reference clock frequency 262MHz and $\Delta$ is about 0.11$\pi$, which can slow the loop settling time to some extent.
In the commonly improved PFD circuit of Fig. 5, two inverting delay stages are inserted between the clock input and the precharged PMOS (P2 and P5) [Tak, 2005]. The characteristics of the improved PFD are shown in Fig. 6. It can generate effective Up signals without missing the edge of CKf ref even when the phase difference between the two input clocks is significantly close to 2π. The improved PFD represents lower power consumption and higher precision than the latch-based PFD presented by Razavi [2001] because the dynamic logic circuit has lower propagation delay and better matching, which are the advantages of the improved PFD. Therefore, the phase noise contribution of PFD can be relieved. Fig. 6(a) illustrates the operation of the improved PFD. Here, td1 is the inserted delay time between CKf ref and D_CKf ref (CKf_div and D_CKf_div), td2 is the pulse width for preventing the dead zone, and td3 is the time period from a rising edge of a subsequent input clock between CKf ref and CKf div to the falling edge of the reset signal. At the second rising edge of CKf ref, the phase difference ΔΦ is in the range of 2π−Δ < ΔΦ < 2π−δ. At the falling edge of the following Reset signal, D_CKf ref is “Low”, and node X is charged to “High”. Because CKf ref is “High” at that moment, node Y is discharged to “Low” and Up signal becomes “High” earlier than the Down signal. Therefore, the improved PFD does not lose the edge that arrives during reset and generates the right information. At the third rising edge of CKf ref, the phase difference is in the range of ΔΦ ≥ 2π − δ and the Up signal remains “Low”. The inserted delay td1 should be designed to be slightly smaller than td3, otherwise the PFD will fail to lock at zero input phase difference. If td1 > td3, then the delayed input clocks activate the output after the reset pulse ends. This design criterion results in a negative output voltage for ΔΦ ≥ 2π − δ, as illustrated in Fig. 6(b). The maximum operating frequency of the PFD is dependent on the duty ratio of each input clock. With a higher duty ratio, the PFD can operate at a higher clock frequency because the input clock should be “High” at the rising edge of the delayed input clock. Assuming half duty ratio,
the maximum operating frequency of the improved PFD is \(1/(2 \times t_{\text{d3}})\), approximately equal to \(1/(2 \times t_{\text{reset}})\), while that of the latch-based PFD is about \(1/t_{\text{reset}}\) [Mansuri, 2002] [Tak, 2005].

Fig. 5. PFD using edge-triggered resettable DFF

Fig. 6. (a) Operating timing diagram of the PFD (b) its characteristics

Charge pump is an important building block commonly used in PLLs for frequency synthesizers and clock generators. The dominant block causing reference spurs in a PLL is

Charge pump is an important building block commonly used in PLLs for frequency synthesizers and clock generators. The dominant block causing reference spurs in a PLL is
the charge pump. The reference spurs are commonly generated because there are current mismatch, leakage current, and timing mismatch in charge pump circuit. The total phase offset in PLL loop due to the non-idealities of charge pump is approximately expressed in (1) [Rhee, 1999].

\[
\Delta \phi_{tot} = 2\pi \left( \frac{I_{\text{leak}}}{I_{\text{cp}}} + \frac{\Delta i \cdot t_{\text{on}}}{T_{\text{ref}}} + \frac{\Delta t_{\text{delay}} \cdot t_{\text{on}}}{T_{\text{ref}}^{2}} \right)
\]

where \(I_{\text{cp}}\) is the charge-pump current, \(I_{\text{leak}}\) is the leakage current, \(T_{\text{ref}}\) is the reference clock period, \(t_{\text{on}}\) is the PFD turn-on time, \(\Delta i\) and \(\Delta t_{\text{delay}}\) are current and timing mismatch, respectively. The resulting reference spurs for a 3rd-order PLL can be approximately given by (2)

\[
P_r = 20 \log \left( \frac{N \cdot f_{\text{bw}} \cdot \Delta \phi_{tot}}{\sqrt{2} f_{\text{ref}}} \right) - 20 \left( \frac{f_{\text{ref}}}{f_{\text{p1}}} \right)
\]

where \(N\) is the division ratio of the divider, \(f_{\text{bw}}\) is the loop bandwidth and \(f_{\text{p1}}\) is the frequency of the pole in the loop-filter. Eq. (2) represents that the reference spurs can be reduced by lowering loop phase error and loop bandwidth, or increasing reference frequency. The phase offset due to leakage current can be significant in sub-micron CMOS circuits, but may be reduced with a large charge-pump current. This results in high power consumption and should be hence avoided in low power application.

The use of a differential charge-pump circuit is preferable since leakage current then appears as a common mode glitch at output. The influence of current mismatch can be reduced by minimizing the turn-on time of the PFD. A small turn-on time also helps to reduce the in-band noise of the PLL. A small turn-on time requires a fast switching charge pump with minimum current mismatch. For charge泵 to operate with small turn-on time and high speed, current steering techniques have to be used instead of charge pumps with drain, gate or source switching. Charge pumps with drain switching are limited by high current spikes in the first moments of the pump UP/DN operations. This is due to triode region operation of the current source transistors. These current spikes are difficult to match since the current varies with output voltage. The gate-switched charge pump eliminates the problem of current spikes, since the transistors in the current mirrors are then either off or in saturation. The main drawback is increased gate capacitance, which limits the operating speed. A higher speed is achieved with a source-switching charge pump. However, the operating speed is still limited by the time of the current mirror because the switch is connected to a low impedance node, which results in the current mirrors of either ON or in saturation [Rhee, 1999].

Fig. 7 shows the high-speed single-ended charge pump circuit using current steering technique, which improves switching time and thus allows high-speed operation. The drawback of using the current-steering charge pump switch is the mismatch between the NMOS and the PMOS transistors. This inherent mismatch can be avoided by using only NMOS switches [Magnusson, 2003]. Also, if the rise/fall times of the input signals are very
small, there will not be enough time for the gate-drain capacitors to be charged or discharged by drain current. Hence, there will be very large spikes of current at the output of the charge pump and very high content of the higher harmonics in the filter output voltage [Bahreyni, 2002]. A PFD will produce logic level UP/DN signals, which are the inputs to the charge pump in Fig. 7. The large amplitude of UP and DN signals will cause the bias current of \( I_{\text{up}} \) and \( I_{\text{down}} \) to be completely switched from one branch of the corresponding differential pair to the other. For example, when both UP and DN signal are low, P2 and N1 will be ON while P1 and N2 will be OFF. Thus, the tail current, \( I_{\text{up}} \), will be forced to flow into the loop filter. When both UP and DN signals are high, N2 and P1 will be ON while P2 and N1 will be OFF. Thus the tail current, \( I_{\text{down}} \), will be forced to flow out from the loop filter. However, if one of the inputs is high and the other is low or vice versa, the output transistors, P2 and N2, will be on or off at the same time and no current flows into the loop filter.

Fig. 7. High-speed current-steering single-ended charge pump

Fig. 8 shows the simulation result of the \( I_{\text{up}} \) and \( I_{\text{down}} \) current mismatch in the current-steering charge pump circuit. When the output voltage of the charge pump changes 0.2 V to 2.2 V by 0.1 V step, the \( I_{\text{up}} \) and \( I_{\text{down}} \) currents varies from 380\( \mu \)A to 426\( \mu \)A, and hence the charge pump represents about 10% current mismatch. Fig. 9 illustrates the simulation result of PFD deadzone when the input phase difference is varied across zero point. Since the curve of Fig. 9 increases linearly across zero value at Y-axis without plateau, there is no deadzone in the designed PFD circuit, which fills up the demand of \( t_{d1} < t_{d3} \). Here, \( t_{d1} \) is 60ps and \( t_{d3} \) is greater than 260 ps.
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There will not be enough time for the gate-drain capacitors to be charged or discharged by drain current. Hence, there will be very large spikes of current at the output of the charge pump and very high content of the higher harmonics in the filter output voltage [Bahreyni, 2002]. A PFD will produce logic level UP/DN signals, which are the inputs to the charge pump in Fig. 7. The large amplitude of UP and DN signals will cause the bias current of $I_{up}$ and $I_{down}$ to be completely switched from one branch of the corresponding differential pair to the other. For example, when both UP and DN signals are low, $P_2$ and $N_1$ will be ON while $P_1$ and $N_2$ will be OFF. Thus, the tail current, $I_{up}$, will be forced to flow into the loop filter. When both UP and DN signals are high, $N_2$ and $P_1$ will be ON while $P_2$ and $N_1$ will be OFF. Thus the tail current, $I_{down}$, will be forced to flow out from the loop filter. However, if one of the inputs is high and the other is low or vice versa, the output transistors, $P_2$ and $N_2$, will be on or off at the same time and no current flows into the loop filter.

Fig. 7. High-speed current-steering single-ended charge pump

Fig. 8. Simulation result of current mismatching in charge pump

Fig. 9. Simulation result of dead zone in PFD

3.3 Programmable Divider
A multi-modulus prescaler that operates at very high frequency is one of the key building blocks for frequency synthesizers in wireless communications. The major issues for designing a multi-modulus prescaler are high operating frequency and low power consumption, while keeping low phase noise contribution to the synthesized output signal. Fig. 10 represents the block diagram of the four-modulus divider in the 52-GHz frequency synthesizer of Fig. 2. The four-modulus divider, which has four divide ratios controlled by mode control (MC) signal, is designed to simplify the hardware required for frequency division.
synthesis. It is composed of a divid-by-4/5 dual-modulus prescaler, a divide-by-5 divider, and a control logic unit. The control logic unit generates the MC signal modulating its divide ratio, and the divide ratio of the four-modulus divider can be set to be \( \div 20, \div 23, \div 24, \) and \( \div 25 \) by varying the duty ratio of the MC signal. And its duty ratio is determined by the logic values of control bits \( c_0 \) and \( c_1 \), as shown in Table of Fig. 10. For example, if \( c_1 \) is low and \( c_0 \) is high, the total divide ratio becomes \( \div 23 \); if \( c_1 \) is high and \( c_0 \) is low, the total divide ratio becomes \( \div 25 \). Fig. 11 illustrates the timing diagrams of the four-modulus divider. If the MC signal is low, the divide-by 4/5 prescaler divides the input clock signal by 5. If the signal MC is high, its divide ratio becomes \( \div 4 \). Therefore, if \( c_0 \) is low and \( c_1 \) is high, the dual-modulus prescaler divides the input signal of \( f_{vco}/4 \) by \( \div 4 \) for two Po+ cycles and by \( \div 5 \) for three Po+ cycles, while the followed divide-by-5 divider swallows five Po+ cycles. Thus, a total divide ratio (TDR) is calculated as \( TDR = (\div 4) \times 2 \) cycles + (\( \div 5 \)) \times 3 \) cycles = \( \div 23 \). The operating timing waveform of the four-modulus divider is illustrated in Fig. 11. Using the same technique as explained above, the modulus number of the four-modulus divider could be extended to more numbers of divide ratios.

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( c_0 )</th>
<th>( \div 24 )</th>
<th>( \div 23 )</th>
<th>( \div 25 )</th>
<th>( \div 20 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 10. Four-modulus divider and its divide ratio
The implementation of a high-speed prescaler in mixed-signal environment requires careful attention to certain aspects of the circuit design to contribute low noise to such sensitive analog circuit as VCO, which shares the same substrate with noisy circuits, and to the synthesized output signal. Here, both current-mode logic (CML) and ECL-like D-flipflops instead of a static CMOS logic are used to implement the four-modulus divider. The CML logic uses constant current source, which generates lower digital noise, and differential signals at both input and output, which reduce common-mode noise coupled from the power supply line and substrate because the differential circuit topology does inherently suppress the common-mode power supply and substrate noise [Park, 1998]. Another issue of the programmable divider design is reduction in power consumption at a given frequency range. Most power consumption in divider occurs in the front-end synchronous 4/5 dual-modulus prescaler because it is a part of the circuit operating at the maximum frequency of the input signal. The 4/5 synchronous dual-modulus prescaler shown in Fig. 12 contains two high-frequency fully functional ECL-like D-flipflops and one ECL-like D-flipflop with NOR logic. In the dual-modulus prescaler, the outputs of both the second D-flipflop and the third D-flipflop are feedback into the NOR D-F/F as the control inputs for generating proper division ratio. The MC signal is given to the third NOR D-F/F for modulating division ratio. The delay requirement in a critical path of the prescaler loop is severe because the 4/5 dual-modulus prescaler must operate up to a maximum of 10 GHz. The operating speed of the prescaler is limited by the delay time of each D-flipflops, and the prescaler layout. Therefore, the prescaler should be designed and laid out to achieve a delay time as small as possible and to obtain an operating frequency as high as possible.
Fig. 13 represents the divider circuit consisting of master-slave D-type latches. They are a rising edge-triggered ECL D-flipflop with embedded NOR gate and a ECL D-type flipflop, which are used in the front-end design to achieve a maximum speed and a minimum power. The master-slave D flipflop is driven by an applied clock signal (CK), and the Q of D-flipflop changes on each rising edge of the clock. Each latch consists of a differential stage (Tr3/Tr4, Tr7/Tr8) for the read-data operation and a cross-coupled stage (Tr1/Tr2, Tr5/Tr6) for the hold operation. Both load resistance Rl and bias current Il determine logical swing. There are four distinct states that the D latch may occupy, representing state transition between latched and transparent, and on every edge of the clock the D flipflop changes state. To complete a cycle, all four-state transitions in which both master and slave latches alternate between transparent and latched states should be carried out in the divider. The maximum speed of operation of the divider circuit shown in Fig.13 can be determined by the sum of the delays of each transition. The D latches have two basic operations. The first is a current steering operation in the Tr9, Tr10/Tr11 and Tr12, Tr13/Tr14 differential pairs, moving between latched and transparent settings. The second is a voltage operation that can only occur after the current steering, changing the output voltage at I and Q nodes. Both of these operations introduce delay into the divider circuit and limit the maximum operating speed of the divider. Here, the delay contribution of the master’s transition should be commonly improved because the master latch shows more slow cycle transition than the slave [Collins, 2005]. Also, in each latch, high-speed operation could be impaired whenever the cross-coupled stage of each latch failed to accomplish the hold-data phase. Therefore, in the master-slave D-type flip-flop, the cross-coupled pair with capacitive degeneration (Cd) is used for enhancing operation speed. In this case, it can be shown that the input conductance G(ω) of the cross-coupled pair is negative up to the frequency given by (3).

\[ f_{G=0} = \frac{1}{2\pi} \sqrt{\frac{2\pi f_T}{r_B} \left( \frac{1}{C_d} + \frac{1}{C\pi} \right)} \]  

(3)

Here, \( C_e \) is base-emitter capacitance of transistor, \( r_B \) is base resistance, and \( f_T \) is cut-off frequency. From (3), the capacitive-degeneration cross-coupled pair has higher conductance-zero frequency point than the common cross-coupled pair, and hence there is less possibility to miss the hold-data phase at higher operating frequency. In the capacitive-degeneration divider, drawbacks such as local instabilities and unwanted oscillations could be expected. Nevertheless, a careful choice of \( C_d \) and tail current \( I_L \) results in a high free-running switching time so that oscillations do not start due to the current steering of the bottom differential pair operating at the input clock frequency [Girlando, 2005]. The method finding the optimum values of \( C_d \) and \( I_L \) is illustrated in the simulation curves of Fig. 14 through which their values are set to guarantee both operating speed as high as possible and no oscillation in the divider. First, the proper value of \( I_L \) should be set within the range of no oscillation. The Nyquist diagram of Fig. 14(a) shows the divider oscillates above 2.5mA of \( I_L \), and then, the tail current is set by 1.5mA in this design considering power and speed. The clockwise encirclement of “1” at the horizontal axis of the Nyquist polar chart means that the transfer function of the divider circuit has poles in the right half plane i.e, it oscillates [Paul,
2001][Lee, 2002]. Second, after fixing $I_L$, we must check whether the divider oscillates by sweeping the value of $C_d$. As shown in the Nyquist diagram of Fig.14(b), the divider oscillates over 900f, and the optimum value of $C_d$ is set to 100fF, considering process variation and speed. The value of $C_d$ is the smaller, the higher increases the $f_C$ of Eq. (3). When $C_d$ is fixed to 100fF, the conductance zero frequency point of the divider is simulated by 84GHz, as shown in Fig.14(c)

![Divider Circuit](image)

Fig. 13. (a) E$^2$CL D-type flipflop with embedded NOR gate (b) E$^2$CL D-type flipflop
The CML DFF used in the divide-by-5 circuit is made up of a cascade of a master D-latch and a slave latch with the clocks reversed in the second ones as shown in Fig. 15. The differential clocks steer the current of the current source from one side to the other side, and from the tracking mode to the hold mode. The values of load resistors are set to be as large as possible to confirm high speed at low current consumption. Transistors such as M1, M2, M3, and M4 are sized just large enough to be able to completely steer the current at worst case. Transistors M5 and M6 must be just large enough to quickly regenerate the current state during the hold mode. Finally, the current magnitude of Is must be high enough to allow a large swing at the output node and not limit switching bandwidth [Lam, 2000].
As static logics require single-ended rail-to-rail swing, the non-rail-to-rail differential swing of the prescaler must be converted appropriately. A differential-to-single-ended signal level converter (DSC) must be inserted at the output $Q_2$ of the CML DFF in figure 10. The simplest circuit for this task is the four-transistor circuit shown in Fig. 16. The differential outputs of the CML DFF drive the input PMOS transistors (P1, P2), and then the single-ended output is at the drains of P2 and N2. P2 charges the output, and N2 discharges it.

In designing this circuit, there are two factors to keep in mind. The first is the load capacitance at the input and output. The second is the power consumption since the current
is not fixed and it must still be operated at a relatively high frequency. A current source cannot be used to bias this circuit because a rail-to-rail swing at the output is required. The size of input PMOS pairs must be as small as possible while providing the necessary current to charge the output node. The amount of current N2 gets to discharge the output node is determined by the current mirror configuration of N1 and N2. Thus, those transistors can almost be minimum size and still provide enough current to discharge the output node if N1 is smaller than N2. This results in a multiplication of the current through N1 to N2. In this design, N2 is 1.5 times larger than N1. For sharper rise and fall edges, one inverter is added at its output.

Fig. 17 represents a single-phase CML OR/NOR logic, which receives two single-phase inputs and then outputs complementary differential logic signals. In the CML logic, both road resistor and current-mirror transistor should be optimally sized to achieve high speed and low current at the same time. The gate voltage of inverted MOS transistor outputting Q is fixed by the voltage divider configured with R1 and R2, which determines the output logic level.

3.4 Design of LC-tank VCO

In this section, a 26-GHz LC-tank VCO with 6% tuning range is described. Here, we should design only a 26-GHz VCO because a 52-GHz frequency doubler follows it. Fig. 18(a) illustrates the circuit diagram of the 26-GHz LC-tank VCO used in the 52-GHz frequency synthesizer. It is a basic balanced differential oscillator that uses a cross-coupled differential pair. In the VCO circuit, the cross-coupled pair consisting of Q1 and Q2 generates negative conductance to compensate the LC-tank loss. In Fig. 18(a), one of three 700-pH inductors is used in the LC-tank resonator, another is connected to the collector node of oscillation transistors (Q1 and Q2), the remaining inductor is used as the load impedance of the common-emitter amplifier.
is not fixed and it must still be operated at a relatively high frequency. A current source cannot be used to bias this circuit because a rail-to-rail swing at the output is required. The size of input PMOS pairs must be as small as possible while providing the necessary current to charge the output node. The amount of current $N_2$ gets to discharge the output node is determined by the current mirror configuration of $N_1$ and $N_2$. Thus, those transistors can almost be minimum size and still provide enough current to discharge the output node if $N_1$ is smaller than $N_2$. This results in a multiplication of the current through $N_1$ to $N_2$. In this design, $N_2$ is 1.5 times larger than $N_1$. For sharper rise and fall edges, one inverter is added at its output.

Fig. 17 represents a single-phase CML OR/NOR logic, which receives two single-phase inputs and then outputs complementary differential logic signals. In the CML logic, both resistor and current-mirror transistor should be optimally sized to achieve high speed and low current at the same time. The gate voltage of inverted MOS transistor outputting $Q$ is fixed by the voltage divider configured with $R_1$ and $R_2$, which determines the output logic level.

Fig. 17. Single phase complementary OR/NOR logic

3.4 Design of LC-tank VCO

In this section, a 26-GHz LC-tank VCO with 6% tuning range is described. Here, we should design only a 26-GHz VCO because a 52-GHz frequency doubler follows it. Fig. 18(a) illustrates the circuit diagram of the 26-GHz LC-tank VCO used in the 52-GHz frequency synthesizer. It is a basic balanced differential oscillator that uses a cross-coupled differential pair. In the VCO circuit, the cross-coupled pair consisting of $Q_1$ and $Q_2$ generates negative conductance to compensate the LC-tank loss. In Fig. 18(a), one of three 700-pH inductors is used in the LC-tank resonator, another is connected to the collector node of oscillation transistors ($Q_1$ and $Q_2$), the remaining inductor is used as the load impedance of the common-emitter amplifier.

![Fig. 18. (a) LC-tank VCO circuit (b) Differential Q-factor of center-tapped inductor](image)

As shown in Fig. 18(b), the center-tapped inductor represents a quality factor of 16.8 around 26GHz. For compensating loss due to the resistance component of inductor and guaranteeing enough oscillation, a cross-coupled pair having much larger negative conductance around 26 GHz should be used. That is, since only the cross-coupled pair does not replenish enough energy causing oscillation around 26GHz due to the large loss of inductor, in Fig.18(a), the feedback capacitor $C_f$ is inserted into the positive feedback path of the cross-coupled pair, and thus negative conductance is increased. The feedback capacitor
has a role to block DC flow and couple the RF signal power. Also, $C_i$ prevents the forward bias of the base-collector junction of the oscillation transistor, which results in high negative conductance as well as high oscillation signal amplitude. The high signal swing lowers phase noise of VCO. That is, the negative conductance is pulled up to higher frequency and increased. Both input negative resistance and effective input capacitance of the cross-coupled pair with feedback capacitor can be estimated as (4) and (5) [Veenstra, 2004][Jung, 2004].

$$R_{in} = \frac{2(r_b + r_e)^2 + 2 \left[ \frac{1}{\omega C_f} + \left( \frac{\omega}{\omega_C} \right) \left( \frac{1}{g_m} + r_e \right) \right]^2}{(r_b + r_e) - \left( \frac{\omega_C}{\omega} \right)^2 \left( \frac{1}{\omega C_f} + \frac{1}{g_m} + r_e \right)} \quad (4)$$

Here, $g_m$ is transconductance, $C_i$ is feedback capacitance, $r_e$ is intrinsic emitter resistance, and $r_b$ is intrinsic base resistance. In (4), negative resistance decreases with frequency, and then the zero-point frequency negative resistance becomes zero is finally reached. Therefore, the addition of the feedback capacitor in the cross-coupled path raises the zero-point frequency upward higher frequency band. This is proved by the factor of $(1/\omega C_i)^2$ in the nominator of (4).

$$C_{in} = \frac{\left( \frac{\omega_C}{\omega} \right) \left( \frac{1}{\omega C_f} + \frac{1}{g_m} + r_b + 2r_e \right)}{2(r_b + r_e)^2 + 2 \left[ \frac{1}{\omega C_f} + \left( \frac{\omega_C}{\omega} \right) \left( \frac{1}{g_m} + r_e \right) \right]^2} \quad (5)$$

As shown in (5), the effective input capacitance is a function of the feedback capacitance $C_i$. It is noted that the effective input capacitance decreases in proportional to the factor of $(1/\omega C_i)^2$ in the denominator. As a result, the oscillation frequency can be increased due to the reduced $C_{in}$.

Commonly, the quality factor of LC-tank resonator in VCO is degraded by the load connected to it, and therefore, the LC-tank resonator consisting of a center-tapped inductor and two NMOS varactors is wired on the base node of the cross-coupled pair. As shown in Fig.19(a), the collector and base nodes of the cross-coupled pair is separated by $C_i$ which has a role to protect the LC-tank resonator against the load. Additionally, it is worth noting that the negative conductance of the cross-coupled pair is different, depending upon the position looking into it from the LC-tank resonator, as illustrated in Fig.19. The curve of $G_{cin}$ represents the input negative conductance looking into the collector node of the cross-coupled pair, and the bold line serves as the curve of $G_{bin}$ looking into the base node of the cross-coupled pair. In Fig. 19, it is clearly apparent that $G_{bin}$ is greater than $G_{cin}$ about 25GHz frequency. That is, $G_{bin}$ could be made greater than $G_{cin}$ in some target frequency range by
tuning $C_f$ and tail current, which results in larger oscillation amplitude and lower phase
noise. In summary, the feedback capacitor $C_f$ does not only improve the loaded quality
factor of the VCO, but also enlarge negative conductance at target frequency.

![Simulated input negative conductance of the cross-coupled pair](image)

**Fig. 19.** Simulated input negative conductance of the cross-coupled pair

### 3.5 Design of 52GHz Frequency Doubler

A 52-GHz frequency doubler is presented as shown in Fig. 20. In the doubler circuit, the
collector nodes of the differential amplifier configured with Q1 and Q2 are put together for
extracting the even-mode signal. Also, another even-mode signal with different phase is
extracted from the combined emitter node of the differential amplifier. The common-base
amplifier Q3 is used for amplifying the even-mode signal extracted from the emitter node.
Both $C_m$ and $R_m$ are used to tune the amplitude and phase difference between the signal
extracted from the emitter node and the signal extracted from the collector node [Gruson,
2004]. The common-emitter amplifiers of Q4 and Q5 are used to amplify the extracted even-
mode differential signals. Fig. 21 shows the simulated output spectrum of the frequency
doubler, which suppresses the fundamental frequency component of 26GHz by 75dB, the
third harmonic frequency component of 78GHz by 90dB, and the fourth harmonic
component of 104GHz by 25dB. Since other harmonic components have been suppressed
above 20dB, therefore, the second harmonic frequency component of 52GHz will show a
linear sine waveform without distortion.
In designing the 52GHz frequency synthesizer of Fig. 2, its full circuit is simulated using Cadence Spectre RF simulator. In the frequency synthesizer, the 3rd order loop filter is used, and is implemented by using poly resistor and MIM capacitor. In the test circuit, 262MHz reference frequency is used for close-loop simulation. Fig. 22 shows the simulated close-loop settling time of the frequency synthesizer, which is about 0.8μs.
Fig. 22. Simulated close-loop settling time of the frequency synthesizer

4. Measured results

Fig. 23 represents the chip microphotograph of the 52-GHz PLL synthesizer whose die area is 1.2mm² area including bonding pads. The PLL chip was designed and fabricated using 0.25-μm SiGe:C BiCMOS process technology. Both $f_T$ and $f_{max}$ of a HBT (hetero-junction bipolar transistor) used in this design are 180GHz and 200GHz, respectively. The PLL chip was measured using Agilent E4440A 26.5-GHz spectrum analyzer and 11970V harmonic mixer after it was mounted on probe station.

Fig. 24 shows the measured frequency tuning range of the cross-coupled differential LC VCO. Its tuning range is measured from 24.72GHz to 26.44GHz, consuming a current of 38 mA at 2.5 V. Fig. 25 shows the locked signal of 52.4GHz when 262 MHz is input to PFD and a divide ratio of $÷$ 100 is selected. The PLL synthesizes two channels of 50.304GHz and...
52.4GHz by 2.096GHz step. The spurious noise level is measured as ~ 42dBc, and this poor suppression about spurious noise is due to the small value of capacitors used in the loop filter. In this PLL chip, the size of the loop capacitors has been reduced as small as possible due to the limited chip area. The output power of the PLL is measured as ~ 17.6 dBm, and the decreased output power is due to both cable loss and unexpected low quality factor of the load inductor used in the amplifiers of Q4 and Q5. Fig. 26 represents the output power spectrum in span of 8MHz.

Fig. 24. Measured frequency tuning range of VCO

![Image of Fig. 24]

Fig. 25. Measured output spectrum of 52.4GHz locked carrier

![Image of Fig. 25]
Fig. 26. Output spectrum of the PLL in span of 8MHz

Fig. 27 represents its measured phase noises, which are –89dBc/Hz from 26.2GHz and –81dBc/Hz from 52.4GHz, respectively, at 1MHz offset frequency. Its integrated RMS phase noise from 1MHz to 100MHz is estimated as 7.42°. The phase noise of the 52.4GHz second harmonic carrier is approximately estimated from formula (6) using the measured phase noise data of 26.2GHz first harmonic carrier in Fig. 27. Since the 26.2GHz carrier having a phase noise of –109dBc/Hz at 10MHz offset doubles to 52.4 GHz due to the doubling operation of the frequency doubler, the phase noise of 52.4GHz carrier increases by 6 dB and becomes approximately –102dBc/Hz due to the \((f_0)^2\) term of formula (6), which does almost fit to the measured phase noise curve of Fig. 27. That is, the phase noise of the 52.4-GHz carrier is degraded by about 7dB at offset frequency under 10MHz, compared with that of 26.2GHz fundamental carrier. This is close to the expected degradation of 6dB caused by the operation doubling frequency. Above 10MHz offset, the phase noise degradation of the doubled 52.4GHz carrier increases more and more due to the noise floor of the measurement system.

\[
L(f_{off}) = 10 \log\left\{ 1 + \frac{f_o}{2Qf_{off}} \right\}^2 \left( \frac{FkT}{2P_o} \left( 1 + \frac{f_{1/f^3}}{f_{off}} \right) \right)
\]  

(6)

Here, \(f_o\) is carrier frequency, \(Q\) is loaded factor, \(F\) is noise floor of active oscillator, \(k\) is Boltzman constant, \(P_o\) is signal power, \(f_{off}\) is offset frequency, and \(f_{1/f^3}\) is \(1/f^3\) corner frequency [Lee, 2000][Leeson, 1966].

In Table 1, the measured results of the 52GHz PLL synthesizer are summarized. Here, the settling time of the PLL is simulated as 800ns in Fig. 22. The PLL chip consumes a total current of 160mA of which 45% is drawn by the programmable divider.
Fig. 27. Measured phase noise of the PLL

Table 1. Measured results of the 52GHz frequency synthesizer

<table>
<thead>
<tr>
<th>Technology</th>
<th>0.25µm SiGe:C BiCMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply voltage</td>
<td>2.5V</td>
</tr>
<tr>
<td>Reference frequency</td>
<td>262-264MHz</td>
</tr>
<tr>
<td>VCO tuning range</td>
<td>24.723 – 26.439GHz (6%)</td>
</tr>
<tr>
<td>PLL output frequency</td>
<td>24.9–26.50GHz</td>
</tr>
<tr>
<td>(PLL + doubler) output frequency</td>
<td>50.1 –52.8GHz</td>
</tr>
<tr>
<td>Loop bandwidth</td>
<td>600kHz-1 MHz</td>
</tr>
<tr>
<td>In-band phase noise @100kHz offset</td>
<td>-80 dBC/Hz from 26.2 GHz</td>
</tr>
<tr>
<td></td>
<td>-73 dBC/Hz from 52.4 GHz</td>
</tr>
<tr>
<td>Out-band phase noise @1MHz offset</td>
<td>-89 dBC/Hz from 26.2 GHz</td>
</tr>
<tr>
<td></td>
<td>-81 dBC/Hz from 52.4 GHz</td>
</tr>
<tr>
<td>Out-band phase noise @10MHz offset</td>
<td>-109 dBC/Hz from 26.2 GHz</td>
</tr>
<tr>
<td></td>
<td>-102 dBC/Hz from 52.4 GHz</td>
</tr>
<tr>
<td>RMS Jitter</td>
<td>7.42° (from 1MHz to 100MHz)</td>
</tr>
<tr>
<td>Spurious noise level</td>
<td>&lt; - 42 dBC</td>
</tr>
<tr>
<td>Settling time</td>
<td>&lt; 800 ns</td>
</tr>
<tr>
<td>Current consumption</td>
<td>160mA at 2.5V</td>
</tr>
<tr>
<td>Chip size</td>
<td>1.0 mm × 1.2 mm</td>
</tr>
</tbody>
</table>

5. Conclusion

In this chapter, we design and fabricate a 52GHz frequency synthesizer for 60GHz dual-conversion receiver using SiGe BiCMOS process technology. The designed PLL-based frequency synthesizer consists of a 26-GHz PLL and a 52-GHz frequency doubler. In the
programmable divider, a capacitive-degeneration D-F/F is used to achieve high-speed operation. The method finding the optimum values of both degeneration capacitance and tail current is presented in order to attain high speed and guarantee no self-oscillation in the degeneration D-F/F circuit. A cross-coupled differential LC VCO with feedback capacitor is designed to generate 26GHz oscillation frequency. By tuning feedback capacitance and tail current properly, the input negative conductance at the base node of the cross-coupled pair could be enlarged at target frequency, and also, the feedback capacitance stops the loaded quality factor of VCO from being degraded by the load.

The 52GHz PLL synthesizer provides two channels of 50.304GHz and 52.4GHz by 2.096GHz step through the frequency doubler. The phase noises of the PLL are measured as –89dBc/Hz at 1MHz offset from 26.2GHz first harmonic carrier, and –81dBc/Hz at the same offset frequency from 52.4GHz second harmonic carrier. The PLL consumes 160mA at 2.5V and takes silicon-die area of 1.2mm².

6. References


1. Introduction

Metamaterial structures have found a wide interest around the world since the properties of left-handed media were proposed for the first time in 1967 by a Soviet physicist Veselago. Besides many successful investigations on three-dimensional metamaterials, e.g. invisible cloaks and perfect lens, there are many researches on two-dimensional and one-dimensional metamaterials. Homogeneous negative index transmission lines or left-handed transmission lines are, generally speaking, metamaterial transmission lines, which belong to one-dimensional metamaterials. They do not exist in nature, and have to be approached by some artificial structures, which are usually constructed from a series of discontinuous sections operating in a restricted frequency range.

A typical realization of metamaterial transmission line is found in a quasi-lumped transmission line with elementary cells consisting of a series capacitor and a shunt inductor. As in practice, the normal shunt capacitance and series inductance cannot be avoided, the concept of the composite right/left-handed (CRLH) transmission line was developed, and a number of novel applications have been demonstrated.

In this chapter, we focus on metamaterial transmission line designs and applications. Firstly, the concept of metamaterial transmission line is introduced briefly. Secondly, the circuit models, which facilitate the analysis of metamaterial transmission lines, are discussed. The relations between composite right/left-handed transmission line and band-pass filters are analyzed. Finally, some applications of metamaterial transmission lines in microwave components, e.g. diplexers, baluns, and power dividers, are presented.

2. Basic models

2.1 Full circuit models

The equivalent circuit model of a conventional right-handed transmission line is shown in Fig. 1(a). It consists of series inductors and shunt capacitors, of which the dimensions are much less than the wavelength of the operating frequency. It is well known that many important characteristics, such as characteristic impedance, phase velocity, dispersions and so on, can be obtained from the circuit model.
The equivalent circuit model of a left-handed transmission line is shown in Fig. 1(b), which is a dual of Fig. 1(a). All series inductors in the right-handed transmission line model are replaced by capacitors in the left-handed transmission line model, and all shunt capacitors are substituted by inductors. It is an ideal model, which does not exist in nature.

![Equivalent circuit model of right-handed and left-handed transmission line](image)

A composite right/left-handed transmission line model, as shown in Fig. 2, is more suitable than the left-handed transmission line circuit model, since the parasite series inductance and shunt capacitance cannot be avoided in nature. It consists of series resonators $L_R$ and $C_L$, and shunt resonators $C_R$ and $L_L$, where the subscript “L” and “R” denote left-handed and right-handed, respectively. This transmission line circuit model is a combination of left-handed and right-handed transmission line. At low frequency, $C_L$ and $L_L$ are dominant, the transmission line shows left-handed characteristics; at high frequency, $L_R$ and $C_R$ are dominant, the transmission line shows right-handed characteristics.

![Equivalent circuit model of composite right/left-handed transmission line](image)

There is no band-gap between left-handed and right-handed regions, if a so-called balanced condition is satisfied. The balanced condition is

$$L_L C_R = L_R C_L$$  \(1\)

which implies the series and shunt LC resonators have the same resonant frequency – transition frequency - $\omega_0$. The characteristic impedance of the composite right/left-handed transmission line is

$$Z_E = Z_L = Z_R$$  \(2\)

where $Z_L = \sqrt{\frac{L_L}{C_L}}$ and $Z_R = \sqrt{\frac{L_R}{C_R}}$ are the pure left-handed and right-handed characteristic impedances which are frequency independent with the homogenous transmission line approach. The cut-off frequencies of the composite right/left-handed transmission line is

$$\begin{align*}
\omega_{cL} &= \omega_R \left( \sqrt{1 + \frac{\omega_L}{\omega_R}} - 1 \right) \\
\omega_{cR} &= \omega_R \left( \sqrt{1 + \frac{\omega_L}{\omega_R}} + 1 \right)
\end{align*}$$  \(3\)
where $\omega_L = \frac{1}{\sqrt{L_L C_L}}$ and $\omega_R = \frac{1}{\sqrt{L_R C_R}}$ are the resonant frequencies of the left-handed and right-handed LC circuit, respectively. The transition frequency can be written as

$$\omega_0^2 = \omega_{CL} \omega_{CR} = \omega_L \omega_R = \frac{1}{\sqrt{L_L R_R C_L C_R}}$$

Considering the degree of freedom in the composite right/left-handed transmission line design with periodic elements, there are four parameters, namely $L_L$, $C_L$, $L_R$, and $C_R$. When the balanced condition is applied, there are only three independent parameters left. Once two cut-off frequencies and the characteristic impedance $Z_E$ (matching to the system impedance $Z_0$) are fixed, a unique CRLH TL configuration is determined

$$\begin{align*}
\omega_0 L_R &= \frac{1}{\omega_0 C_L} = \frac{\omega_0}{\omega_{CR} - \omega_{CL}} 2Z_0 \\
\omega_0 C_R &= \frac{1}{\omega_0 L_L} = \frac{\omega_0}{\omega_{CR} - \omega_{CL}} \frac{2}{Z_0}
\end{align*}$$

### 2.2 Relation between filters and metamaterial transmission line models

The circuit model of a composite right/left-handed transmission line is very close to a high order band-pass filter, as shown in Fig. 3. The circuit model is a periodic structure, while a band-pass filter is usually not. However, for high order Chebyshev filters, the central part is a periodic structure as well. Are there some relations between circuit models of Chebyshev filters and composite right/left-handed transmission line? We review the standard band-pass filter design procedure and reveal the relation between them.

An $N^{th}$ order band-pass filter in principle has the same LC circuit model. The band-pass filter design is usually achieved from the low-pass to band-pass transformation, in which a low-pass prototype filter is applied. The mapping formulas is

$$\begin{align*}
\omega_0 L_j &= \frac{1}{\omega_0 C_j} = \frac{\omega_0}{\omega_2 - \omega_1} g_j Z_0 & \text{for series resonators} \\
\omega_0 C_k &= \frac{1}{\omega_0 L_k} = \frac{\omega_0}{\omega_2 - \omega_1} \frac{g_k}{Z_0} & \text{for shunt resonators}
\end{align*}$$

where $g_i$ is the $i^{th}$ element value (either the inductance or the capacitance) in a prototype low-pass filter, $\omega_1$ and $\omega_2$ are the lower and higher cut-off frequencies, respectively, and $\omega_0 = \sqrt{\omega_1 \omega_2}$ is the central frequency of the band-pass filter. $Z_0$ is the system impedance.
Once these parameters are fixed, the band-pass filter is uniquely determined. From Eq. (6), it can be obtained

$$L_j C_j = L_k C_k = \frac{1}{\omega_0^2}$$  \hspace{1cm} (7)

which means that the balanced condition of a composite right/left-handed transmission line always holds in a band-pass filter design. Since the mapping formula is a generic formula, it may be applied to other kinds of prototype LPF as well. Thus the balanced case of a composite right/left-handed transmission line is automatically realized in band-pass filters from any kind of prototype low-pass filter with series and shunt LC resonators that are built from the mapping formula Eq. (6). Butterworth, Gaussian, or Chebyshev band-pass filters with any pass-band ripple constructed from Eq. (6) will satisfy the balanced condition of a composite right/left-handed transmission line. In most prototype low-pass filters, the element values $g_i$ usually vary in a certain range and lead to a non-periodic structure. The central section of a high order Chebyshev filter, however, has a periodic structure and is very close to a CRLH TL. Fig. 4 shows an example of a 21st order Chebyshev prototype LPF with different pass-band ripples. For elements not close to either end, the element values are periodic. It should be noted that always two adjacent filter elements form one equivalent transmission line cell, thus the central part of a Chebyshev is a periodic structure, independently of the ripple.

![Element values of 21st order Chebyshev prototype low-pass filters](image)

Fig. 4. Element values of 21st order Chebyshev prototype low-pass filters

As shown in Fig. 4, the lower the pass-band ripple, the smoother are the element values. In the limiting case, the values of the central elements are close to $g_c = 2$. Moreover, the higher the filter order, the better is the approach to a periodic structure. When the element value is 2, Eq. (5) and Eq. (6) are same. Thus, when the Chebyshev band-pass filter and the composite right/left-handed transmission line have the same cut-off frequencies ($\omega_1 = \omega_{cL}$, $\omega_2 = \omega_{cH}$) and system impedance $Z_0$, they will own the same LC circuit determined by Eq. (5) and Eq. (6), respectively. This implies that once three parameters (two cut-off frequencies and the matching impedance) are fixed, the corresponding composite right/left-handed
transmission line in the balanced case and the central part of the corresponding high order Chebyshev BPF with low pass-band ripple have identical LC configurations.

Once two cut-off frequencies and the system impedance are given, a uniform composite right/left-handed transmission line in the balanced case and a high order Chebyshev band-pass filter with low pass-band ripple can be uniquely implemented with LC circuit, respectively. The composite right/left-handed transmission line and the central part of the Chebyshev BPF own the same periodic LC structures. In other words, a uniform composite right/left-handed transmission line in the balanced case can be considered a part of a high-order low-ripple Chebyshev band-pass filter with the same cut-off frequencies and system impedance.

Therefore, it has been proved that a composite right/left-handed transmission line - in the balanced case - is identical to the central part of a high-order low pass-band ripple Chebyshev band-pass filter with the same characteristic impedance and cut-off frequencies. Theoretically the composite right/left-handed transmission line can be analyzed as a special band-pass filter.

There is an extra parameter in Chebyshev band-pass filters - the pass-band ripples. The central part of a high-ripple high-order Chebyshev band-pass filter is equivalent to a composite right/left-handed transmission line with mismatched impedance to the source and load. With similar analysis, a dual-composite right/left handed transmission line can be regarded as a part of a high order Chebyshev band-stop filter with low pass-band ripples. Thus, the relations between composite right/left handed transmission lines and filters have been presented. The negative phase velocity exists in filters for a long time. But it has not been studied as in a metamaterial transmission line. The discussion on the relations between filters and composite right/left-handed transmission lines give one more freedom in metamaterial transmission line design. It helps the impedance matching, e.g. achieving a broader pass-band with better frequency responses near cut-off frequencies. It helps the design of metamaterial transmission lines from classical filter theory.

3. Implementations of metamaterial transmission lines

3.1 Composite right/left-handed transmission line realization

A common metamaterial transmission line is a composite right/left-handed transmission line, which is shown in Fig. 5. It is a periodic structure, which consists of series capacitors, i.e. interdigital capacitors, and shunt inductors, i.e. short-ended microstrip lines. There are series inductors and shunt capacitors as well due to the parasite effects. The dimension of each unit should be much less than the guided wavelength, e.g. \( p < \frac{\lambda_0}{5} \). Otherwise, it cannot approach a transmission line from discrete units.

![Fig. 5. Microstrip structure of a composite right/left-handed transmission line](image)
The balanced condition can be achieved by adjusting the series and shunt resonators, respectively. The bandwidth of this structure is much limited. The pass-band of upper frequency branch becomes worse due to the self-resonance of the interdigital capacitors. The frequency response of the right-handed region is not as good as the left-handed region. The other drawback is the high insertion loss of the metamaterial transmission line from the interdigital capacitors and the radiation from shunt short-ended microstrip lines.

A microstrip directional coupler at 2.45 GHz is shown in Fig. 6. It is composed of a composite right/left-handed transmission line (the lower one) and a conventional microstrip transmission line (the upper one). Tight coupling is achieved in this coupler. It is a quasi-zero dB directional coupler, which means all incident power is coupled instead of being transmitted. The structure of the composite right/left-handed transmission line is as in Fig. 5.

At the transition frequency, there is a phenomenon called zeroth order resonance. The metamaterial transmission line share the same phase and the phase velocity goes to zero, which implies the wavelength is infinite. However, the group velocity is not zero and the incident power can be delivered.

The composite right/left-handed transmission line has found many successful applications, and extends the performance of conventional microwave components.

### 3.2 Composite right/left-handed transmission lines with lumped elements

Based on the theory of composite right/left-handed transmission line and the LC circuit network, a composite right/left-handed transmission line using surface mounted capacitors and short-ended microstrip lines is available. The interdigital capacitors are replaced by lumped capacitors, e.g. ATC chip capacitors. With chip capacitors, a higher series capacitance is easier to reach, and the metamaterial transmission line is more compact. Moreover, the limitation of self-resonance of interdigital capacitors has been released, and a better frequency response can be achieved. A composite right/left-handed transmission line with lumped capacitors is shown in Fig. 7. Six chip capacitors and five short-ended microstrip lines comprise a section of metamaterial transmission line.
The balanced condition can be achieved by adjusting the series and shunt resonators, respectively. The bandwidth of this structure is much limited. The pass-band of upper frequency branch becomes worse due to the self-resonance of the interdigital capacitors. The frequency response of the right-handed region is not as good as the left-handed region. The other drawback is the high insertion loss of the metamaterial transmission line from the interdigital capacitors and the radiation from shunt short-ended microstrip lines.

A microstrip directional coupler at 2.45 GHz is shown in Fig. 6. It is composed of a composite right/left-handed transmission line (the lower one) and a conventional microstrip transmission line (the upper one). Tight coupling is achieved in this coupler. It is a quasi-zero dB directional coupler, which means all incident power is coupled instead of being transmitted. The structure of the composite right/left-handed transmission line is as in Fig. 5.

Fig. 6. A directional coupler from composite right/left-handed transmission line and conventional microstrip transmission line

At the transition frequency, there is a phenomenon called zeroth order resonance. The metamaterial transmission line share the same phase and the phase velocity goes to zero, which implies the wavelength is infinite. However, the group velocity is not zero and the incident power can be delivered.

The composite right/left-handed transmission line has found many successful applications, and extends the performance of conventional microwave components.

3.2 Composite right/left-handed transmission lines with lumped elements

Based on the theory of composite right/left-handed transmission line and the LC circuit network, a composite right/left-handed transmission line using surface mounted capacitors and short-ended microstrip lines is available. The interdigital capacitors are replaced by lumped capacitors, e.g. ATC chip capacitors. With chip capacitors, a higher series capacitance is easier to reach, and the metamaterial transmission line is more compact. Moreover, the limitation of self-resonance of interdigital capacitors has been released, and a better frequency response can be achieved. A composite right/left-handed transmission line with lumped capacitors is shown in Fig. 7. Six chip capacitors and five short-ended microstrip lines comprise a section of metamaterial transmission line.

The substrate of the metamaterial transmission line is F4B-2 with relative dielectric constant 2.65 and thickness 1 mm. Six chip capacitors are ATC600S series with 0603 package. The capacitance of the capacitor at each end is 5.6 pF, and the capacitance of the capacitors in between is 1.8 pF. The dimension of the microstrip line is: \( l_{RH} = 5.14 \) mm, \( w_{RH} = 2.78 \) mm, \( l_{ind} = 9.47 \) mm, and \( w_{ind} = 1 \) mm.

Fig. 7. A composite right/left-handed transmission line with lumped capacitors and the microstrip structure

The performance of the composite right/left-handed transmission line is fabricated and measured with Agilent N5230A vector network analyzer. The amplitude and phase response are shown in Fig. 8. Its bandwidth is from 1 GHz to 5 GHz while the center frequency is at 2.97 GHz, at which there is no phase shifting. When the frequency is between 1 GHz and 2.97 GHz, it works in the left-handed mode (\( \beta < 0 \)); when the frequency is between 2.97 GHz and 5 GHz, it works in the right-handed mode (\( \beta > 0 \)).

Fig. 8. Amplitude and dispersion of the metamaterial transmission line

This composite right/left-handed transmission line is compact and easy to fabricate, and the insertion loss is less than 1.3 dB, and the return loss is greater than 10 dB. Measurements agree well with simulation results. A broad pass-band is achieved with this metamaterial transmission line. The shortcoming of this metamaterial transmission line is that the performance is strongly dependent on the chip capacitors, which makes the cost higher as well.
4. Applications of metamaterial transmission lines

Metamaterial transmission lines have been applied to many fields successfully. They may extend the performance of conventional microwave components due their unique dispersion characteristics. On the other aspect, they may reduce the dimensions of some conventional microwave components greatly. In the following, several applications of metamaterial transmission line are presented.

4.1 Leaky-wave antenna

The kernel of the leaky-wave antenna is a metamaterial transmission line, which is built by microstrip multilayer structure. It contains two RT/Duroid 5880 substrates with relative dielectric constant $\varepsilon_r=2.2$ of thickness 0.254 mm and 1.58 mm, respectively. Microstrip resonators are uniformly and alternatively distributed in the top and the middle layer, as shown in Fig. 9, to form the equivalent series capacitance and shunt inductance required by the metamaterial transmission line. All microstrip resonators are identical. The unite element is a symmetric microstrip patch with length 16.8mm and width 7.4mm. Those unite elements in dash line, e.g. with number 2 and 4, are located in the middle layer, and those in solid line, e.g. with number 1, 3, and 5, are in the top layer. Therefore, a periodic microstrip structure is applied to approaching the uniform metamaterial transmission line.

The series capacitance in the metamaterial transmission line is from the overlapping between two unite elements in the top and the middle layer respectively. The overlapping region between them is 2.2mm, and the distance between them is 3.8mm. The distance between two adjacent elements is much less than the guided wavelength at the operating frequency. When the feeding is in balanced mode, the metamaterial transmission lines work in the odd mode as two parallel transmission lines. The symmetric plane of the metamaterial transmission line becomes a virtual ground due to the symmetry of the whole structure. The series inductance is from the unavoidable parasite effects and the width variation of the microstrip as well. The shunt inductance and capacitance are provided by the vertical branch connected to the virtual ground.

![Fig. 9. Structure of the metamaterial transmission line with the equivalent circuits and the dimension of one unit element (© 2007 IEEE)](image)

One segment of the above metamaterial transmission line is applied to build a resonator to analyze its characteristics. Two 1 mm gap capacitors are applied to feed the segment of the metamaterial transmission line at both ends, and make it resonate under the under-coupling
situations. The metamaterial transmission line resonator has been simulated by the Sonnet software to obtain resonant frequencies. The simulated results of $|S_{21}|$ are shown in Fig. 10, where the number of unit elements in the metamaterial transmission line is from one to nine with only odd numbers.

The resonant frequency of one isolated unit element was 3.42 GHz, which increased to 3.95 GHz when more unit elements were coupled together. The zeroth order resonant frequency was between 3.3 GHz to 4.1 GHz. With the increase of the number of unit elements, the zeroth order resonant frequency approached to around 4 GHz, and fixed there. When there were more unit elements coupled together in the metamaterial transmission line, it was possible to obtain the resonance of the metamaterial transmission line in the left-handed or right-handed mode with dominant or high order modes. In the left-handed resonance region, the resonant frequency increased with the increase of the number of unit elements, since the guided wavelength increases with the increase of frequency in left-handed region.

![Fig. 10. Simulated resonant frequencies of the NRI TL of different unit elements](image)

At the matched situation, in which the source and load are matched to the characteristic impedance of the metamaterial transmission line with appropriate coupling. All unit elements share the same phase at the zeroth order resonant frequency since the wavelength is infinite. The metamaterial transmission line with 21 unit elements was simulated. At $f_0 = 4.08$ GHz the phase difference between any unit elements was zero, as shown in Fig. 11. It was also worth noticing that: a) the phase difference between any two unit elements became greater when frequency was farther away from $f_0$; b) the phase difference relation reversed (from advanced to delayed or versus) when frequency changed from $f < f_0$ to $f_0 < f$. 

![Fig. 11. Phase difference between unit elements](image)
Fig. 11. Phase distribution among the NRI TL with 17 unit elements which are numerated from 1 to 17 (© 2007 IEEE)

The dispersion of the metamaterial transmission line with 17 unit elements is obtained from the simulated phase difference between the source and the load. The results are as shown in Fig. 12. In the left-handed dominant region $f < f_0$, the wavelength increases with the increase of frequency. At the centre frequency $f = f_0$, the wavelength is infinite. In the right-handed dominant region $f > f_0$, the wavelength decreases with the increase of frequency.

Fig. 12. Simulated dispersion of the metamaterial transmission line with 17 unit elements where $p$ is the length of one unit element. The transition frequency between dominant left-handed and right-handed is 4.08 GHz.
The metamaterial transmission line should be fed in a balanced mode with reversed phases. Therefore, a balun is required to feed the metamaterial transmission line by coaxial lines. Since the metamaterial transmission line has a good performance and may tolerance the amplitude and phase variation, the requirement on the balun performance is low. To build a compact balun, we integrated the balun directly to the metamaterial transmission line. The balun is directly integrated into the negative index transmission lines with two attached microstrip stubs which lead to a very compact antenna feeding system.

The frequency scanned leaky-wave antenna contains the balun, the metamaterial transmission line, and the matched load, as shown in Fig. 13. When the metamaterial transmission line is fed by reversed phase microwave signals with equal amplitudes, a virtual ground occurs in the symmetry plane. The advantage of this constellation is that it does not require any vias to build the shunt inductors. Moreover, it has a broader bandwidth and potential applications in higher frequency band compared to the implementation with interdigital capacitors, since the resonance from those interdigital capacitors has been removed.

As shown in Fig. 14, the reflections introduced by each unit element have zero phase shifts at the center frequency and add up coherently at the feeding port, leading to an increased $|S_{11}|$ at the central frequency. On the other hand, the ripple of the reflection is obvious. It is caused by the periodic nature of the leaky-wave antenna based on metamaterial transmission lines.

The novel leaky-wave antenna is designed on the metamaterial transmission line. The antenna comprises 30 elements, and the total size with the integrated microstrip balun is about 200 mm by 20 mm. Each element contains a pair of inductors and capacitors. The antenna works at C-band from about 3.5 GHz to 5.5 GHz with a return loss smaller than 10 dB. In the operating frequency range, the main beam scanning angle is from -45º to 45º. The antenna gain is higher than 10 dB in this frequency range. All side lobe levels are more than 10 dB below the main beam at all scanning angles. Simulated antenna patterns are shown in Fig. 15.
Fig. 14. Measured and simulated voltage reflection coefficients of the leaky-wave antenna. The operating band is from about 3.3 GHz to 5.7 GHz. The central frequency is 4.15 GHz, at which the reflection is slightly higher.

Fig. 15. Measured antenna radiation patterns on the H-plane from 3.3 GHz to 5.7 GHz, in which the main beam scans from about -40º to 40º. All side lobes are lower than -10 dB. The beam-widths at low frequencies are wider than those at high frequencies (© 2007 IEEE).

The leaky-wave frequency scanned antenna based on metamaterial transmission lines is composed of two metamaterial transmission lines with a two-layer structure, a balun and a load. It steers main beam from end-fire to back-fire from -40º to 40º with the antenna gain about 10 dB. It is a compact structure due to the integrated balun. It exhibits a good performance at C band from 3.3 GHz to 5.7 GHz. Meanwhile, it can be extended to high frequency band application since it owns no vias.
4.2 Balun
The principle structure of the proposed balun is shown in Fig. 16, in which the dimensions of one unit are presented. Each unit contains a series interdigital capacitor and a narrow shunt microstrip branch. At the dashed line in Fig. 16, the balun may be divided into two identical symmetric parts, namely the upper part and the lower part. In the example of Fig. 16, there are five units in either part.

When port I and II are fed with opposite phase and identical amplitude, and port III and IV are connected to matched loads, the odd mode will be excited in the symmetric structure. An electric wall is formed in the symmetry plane along the dashed line, forming a virtual ground. A similar metamaterial transmission line structure has been reported in antenna applications. Then, the vertical microstrip branches of length $a$ are equivalent to shunt inductors. The upper part and the lower part become a pair of coupled metamaterial transmission lines. The pass-band of the balun is determined by the metamaterial transmission lines, which is between the cut-off frequencies of the left-handed and right-handed modes. The characteristic impedance of the metamaterial transmission line is equal to $Z_c$.

![Fig. 16. Structure of the metamaterial balun based on metamaterial transmission lines. The gap between fingers of an interdigital capacitor is 0.10 mm, and the width of fingers is 0.15 mm. Other dimensions are: $a = 6.05$ mm, $p = 4.2$ mm, and $d = 1$ mm (© 2008 IEEE).](image)

When port I and II are fed with identical amplitude and phase, the even mode will be excited in the balun. A magnetic wall, equivalent to open circuits, is formed in the symmetry plane. In this case, however, the vertical microstrip branches turn from short-ended to open-ended. The previous pass-band for the odd mode becomes a stop-band.

Odd and even mode equivalent circuits and their combination are shown in Fig. 17 (a), (b), and (c), respectively. In the combined case, port I is the unique input port. Port III and IV are output ports. The odd mode is supported in the pass-band of the metamaterial transmission line, while the even mode sees a stop-band and is suppressed. There is only the odd-mode left in the output resulting in identical amplitude and opposite phase at ports III and IV. Thus, the proposed design works well as a balun, with the unbalanced input at port I and the balanced outputs between ports III and IV.
In the proposed balun, the source impedance is required to be half of the load impedance. In applications and measurements, input/output impedances are usually $Z_0$. Therefore, the characteristic impedance $Z_C$ of the metamaterial transmission line should be either $2Z_0$ or $Z_0$, and impedance matching circuits have to be involved in either output or input port. A trade-off is to choose the impedance $Z_C$ between $2Z_0$ and $Z_0$, and apply short transition microstrip lines for impedance matching at both input and output ports.

When port III and IV are matched, port I and II are isolated against each other. When port I is the input port, port II may be an open circuit. The matching load at port II can be omitted. To keep the structure symmetric, a section of open-ended microstrip line is kept at port II. In the case of mismatched loads are applied at the output ports, a matched load at port II

Fig. 17. Odd and even mode equivalent circuits and their combination (© 2008 IEEE)
should be used. Moreover, based on the relation between Chebyshev band-pass filters and metamaterial transmission lines, the first and last units of the metamaterial lines are adjusted to achieve better impedance match and wider bandwidth.

Following the above steps, we have designed and optimized two baluns from metamaterial transmission lines with five and seven units, shown in Fig. 18 (a) and (b), namely balun A and B, respectively. The substrate material is RT Duroid 5880 of thickness of 1.57 mm and a relative dielectric constant of $\varepsilon_r = 2.2$. All input and output ports are matched to $Z_0 = 50 \, \Omega$.

The baluns were measured using a HP 8510C vector network analyzer. Simulated and measured results have good agreements for both amplitudes and phases, as shown in Fig. 19.

The output amplitude difference is less than 0.7 dB, and either insertion loss is smaller than 5 dB from 1.6 GHz to 4.0 GHz. The return loss is greater than 10 dB. The phase difference between the two output ports is between 178° and 184° ($181° \pm 3°$) within the frequency range from 1.5 GHz to 3.6 GHz.
The novel broadband metamaterial balun design has been demonstrated. No vias and power dividers are used. Two baluns with five and seven units, respectively, have been fabricated, measured, and compared. Simulations show a good agreement with measured results. The bandwidth of the balun is from about 1.6 GHz to 3.6 GHz, while the output balance is better than 0.7 dB, and the differential phase is 181° ±3°.

4.3 Diplexer

A microstrip realization of dual-composite right/left-handed transmission line is shown in Fig. 20. The parallel LC resonator is composed of an interdigital capacitor (C_L) and a short narrow microstrip line (L_R). The series LC resonator is composed of a small patch (C_R) and a short narrow microstrip line (L_L). LC components are adjusted at both ends to achieve better impedance match and bandwidth.

![Configuration of a dual-composite right/left-handed (D-CRLH) transmission line](image)

Fig. 20. Configuration of a dual-composite right/left-handed (D-CRLH) transmission line
The novel broadband metamaterial balun design has been demonstrated. No vias and power dividers are used. Two baluns with five and seven units, respectively, have been fabricated, measured, and compared. Simulations show a good agreement with measured results. The bandwidth of the balun is from about 1.6 GHz to 3.6 GHz, while the output balance is better than 0.7 dB, and the differential phase is 181º ±3º.

4.3 Diplexer

A microstrip realization of dual-composite right/left-handed transmission line is shown in Fig. 20. The parallel LC resonator is composed of an interdigital capacitor (CL) and a short narrow microstrip line (LR). The series LC resonator is composed of a small patch (CR) and a short narrow microstrip line (LL). LC components are adjusted at both ends to achieve better impedance match and bandwidth.

The coupling coefficient difference between the left-handed and right-handed modes can be higher than 20 dB in the above design. If the coupling coefficient is nearly 0 dB at the left-handed mode, it may reach 20 dB at the right-handed mode. Thus, microwave at different frequencies are transmitted to different ports dependent on its modes.
Fig. 23. Simulated and measured results. Simulated and measured results are in solid lines and dashed lines, respectively (© 2009 IEEE).

The fabricated diplexer is shown in Fig. 22, which contains a D-CRLH transmission line and a conventional microstrip line. There are twelve unit elements in the D-CRLH transmission line to achieve 0 dB coupling in the left-handed mode. The diplexer is fabricated on FB4-2 substrate with dielectric constant of 2.65 and thickness of 1 mm. The thickness of copper foils of both sides is 0.017 mm. The dimension of the diplexer is about 65 mm by 25 mm. All spacings and finger widths of interdigital capacitors are 0.2 mm, and the length of each interdigital capacitor is 3.27 mm. The inductor LR is formed by short microstrip lines with width 0.4 mm. The capacitor CR is a rectangle patch with dimension 3.4 mm by 3.4 mm. The inductor LL is formed by microstrip line with width of 0.4 mm and length of 0.8 mm. The distance between the conventional and the D-CRLH transmission lines is 0.15 mm.
Port 1 to port 4 are the input port, the transmitted port, the coupled port, and the isolated port, respectively. Measurements have been performed by Agilent E8362B vector microwave network analyzer. The measured results are shown in Fig. 23 with solid lines. Simulations have been performed by Zeland IE3D, and are shown in Fig. 23 with dashed lines. Simulated results agree well with measured results.

The transmission characteristic of the diplexer is shown in Fig. 23(a). When the frequency is below 3.7 GHz, microwave is delivered to port 2 with an insertion loss less than 1 dB. Due to the parasitic effects of interdigital capacitors, there is a upper frequency limitation for the D-CRLH transmission line. In the proposed design, it is about 7.6 GHz. Thus, when the frequency is from 6.8 GHz to 7.6 GHz, microwave is transferred to port 3 with an insertion loss less than 1.7 dB.

The rejection band of the diplexer is from about 4.4 GHz to 6.6 GHz as shown in Fig. 23(b). The isolation between port 2 and port 3 is higher than 20 dB in lower frequency band, and greater than 35 dB in higher frequency band. A quite high isolation is achieved over a wide frequency band, e.g. from DC up to 3.7 GHz.

### 4.4 Power divider

Fig. 24 shows a symmetrical microstrip dual-composite right/left-handed transmission line structure. This structure is a planar configuration constituted of four unit cells. Each cell includes an interdigital capacitor and several simple microstrip elements. The fundamental four LC parameters \((L_R, L_L, C_R, C_L)\) of the metamaterial transmission line are obtained by the conditions of \(Z_0 = 50 \, \Omega\), \(f_{cR} = 4.5 \, \text{GHz}\) and \(f_{cL} = 6.5 \, \text{GHz}\). The capacitance \(C_R\) and the inductance \(L_R\) and \(L_L\) are implemented as simple microstrip elements, the capacitance \(C_L\) is implemented as interdigital capacitor.

The substrate is F4B-2 with \(\varepsilon_r = 2.65\) and \(h = 1 \, \text{mm}\). The system impedance is \(Z_0 = 50 \, \Omega\), and \(W_1 = 2.8 \, \text{mm}\). The characteristic impedance of \(L_R\) and \(L_L\) are 125 \(\Omega\), which is a reasonable value to realize a microstrip inductor. \(W_2 = 0.4 \, \text{mm}\) is obtained. The width of \(2L_L\) is set to 0.75 \(W_2\), and the characteristic impedance is 136 \(\Omega\).

The proposed 3dB D-CRLH transmission line power divider is the one shown in Fig. 25, where each branch of the divider is a balanced D-CRLH line. In theory, the power divider contains the same two wide pass-band as the D-CRLH transmission line: the low frequency right-handed pass-band (from DC to cut-off frequency \(f_{cR}\)), and the high frequency left-handed pass-band (from cut-off frequency \(f_{cL}\) to unlimitedly high-frequency). But in
practice, the bandwidth of the matching network cannot be made wide enough to cover the whole left-handed and right-handed pass-band, and the performance of the D-CRLH transmission line is poor at high frequency band due to radiation loss and parasitic effects. However, the performance of the D-CRLH transmission line is perfect at the low frequency right-handed pass-band. Thus, we use the right-handed pass-band of the D-CRLH transmission line for power divider design, in which a wideband fourth order Chebyshev matching transformers is applied as well. The microstrip line length of each order is $\lambda_0/4$ at the centre frequency $f_0 = \sqrt{f_{LR} \times f_{CL}}$.

Fig. 25. D-CRLH TL power divider schematic diagram.

Fig. 26 shows the photograph of the fabricated D-CRLH transmission line power divider, in which there are five resistors with different values between the two D-CRLH transmission lines. They are simulated and optimized by IE3D to obtain the highest isolation between output ports. From left to right, the resistance values are 50 $\Omega$, 100 $\Omega$, 200 $\Omega$, 400 $\Omega$, and 800 $\Omega$, respectively. The overall size of the power divider is about 50 mm $\times$ 40 mm.

Fig. 26. Photograph of the fabricated D-CRLH transmission line power divider

The proposed power divider was measured using an Agilent N5230A vector network analyzer. The measured S-parameters of the design are illustrated in Fig. 27 (a). It can be seen the performance of the power divider is excellent. From 0.85 GHz to 4.3 GHz, $|S_{11}|$ is below -15 dB, the isolation is higher than 15 dB, and the insertion loss is less than 1 dB. Fig. 27 (b) shows the amplitude balance is below 0.3 dB between output ports, and the phase
balance is less than 3°. The bandwidth of the D-CRLH TL power divider is about five octaves. Thus, an ultra wide band is realized.

The simulated S-parameters of the design are illustrated in Fig. 28, which agree well with the measured results.

Fig. 27. Measured results of the power divider

Fig. 28. Comparison between simulation and measurements

Compared with those of the conventional Wilkinson power dividers, the novel D-CRLH power divider obtains a bandwidth over 100% with reasonable return loss and isolation. Usually the bandwidth of a conventional Wilkinson power divider is about 20%. The insertion loss is less than power dividers based on CRLH transmission lines. The size of the proposed D-CRLH power divider is only about 70%. Thus, it is compact power divider with broadband width.

The novel 3 dB power divider based on dual-composite right/left handed transmission line has the feature of compact size, wide band, low insertion loss, high isolation, and good amplitude and phase balance. It can be applied to microwave signal separation, array antenna feed and so on.
Another scheme of power divider is to use the zeroth order resonance of a metamaterial transmission line. All output ports are in phase at the transition frequency. Due to the intrinsic parallel connection (the wavelength is infinite at the resonant frequency) in the power divider, the number of output ports is limited.

Multi-port power dividers based on metamaterial transmission lines are available as well. Based on the zeroth order resonance, the metamaterial transmission line shares the same phase at the transition frequency. Thus, an N-port power divider can be easily built, as shown in Fig. 29 (a) and (b). A metamaterial transmission line using ten series chip capacitors is used. The drawback of this power divider is the output impedance at each port is N times Z₀. A λ₀/4 impedance matching has to be applied. It limits the number of output ports. Meanwhile, the bandwidth of this power divider is much limited due to the zeroth order resonance.

A power divider based on a segment of metamaterial transmission line and three conventional microstrip lines, as shown in Fig. 31. Each unused conventional microstrip line end is connected with one match load. We assume that the coupling coefficients of those ideal couplers are C₁, C₂ and C₃, respectively. The feeding power at port 1 is P₁, and the output powers are P₂, P₃, P₄, and P₅ at the respective ports. When the reflection at port 1 and the insertion loss of the CRLH TL are neglected, the output powers are obtained as

\[
\begin{align*}
P_2 &= P_1 - P_3 - P_4 - P_5 \\
P_3 &= C_1 P_1 \\
P_4 &= C_2 (P_1 - P_3) \\
P_5 &= C_3 (P_1 - P_3 - P_4)
\end{align*}
\]  

With careful design (choosing right coupler coefficients C₁ to C₃), the desired power division among port 2 to port 3 can be satisfied.
Another scheme of power divider is to use the zeroth order resonance of a metamaterial transmission line. All output ports are in phase at the transition frequency. Due to the intrinsic parallel connection (the wavelength is infinite at the resonant frequency) in the power divider, the number of output ports is limited.

Multi-port power dividers based on metamaterial transmission lines are available as well. Based on the zeroth order resonance, the metamaterial transmission line shares the same phase at the transition frequency. Thus, an N-port power divider can be easily built, as shown in Fig. 29 (a) and (b). A metamaterial transmission line using ten series chip capacitors is used. The drawback of this power divider is the output impedance at each port is N times $Z_0$. A $\lambda/4$ impedance matching has to be applied. It limits the number of output ports. Meanwhile, the bandwidth of this power divider is much limited due to the zeroth order resonance.

At the transition frequency of metamaterial transmission lines, there is no phase difference among their unit cells. Then, the outputs of a metamaterial coupler are in phase as well, since they have the same phase shift to the feeding port. Therefore, no phase adjusting is required in a metamaterial coupler based on the zeroth order resonance.

The distance between the metamaterial transmission line and the coupling conventional microstrip transmission line is 0.15 mm. The layout of the proposed power divider based on metamaterial couplers is shown in Fig. 31 (a). The fabricated metamaterial power divider is shown in Fig. 31 (b). The substrate is F4B-2 with $\varepsilon_r = 2.65$ and thickness of 1 mm.

The unequal power division between port 2, port 3, port 4, and port 5 is designed to 4:2:1:1, in which the transmission from port 1 to those corresponding ports are -3 dB, -6 dB, -9 dB and -9 dB, respectively. The lengths of the coupling conventional microstrip transmission lines are adjusted to realize the desired unequal power division.

The simulated amplitude response is shown in Fig. 32 (a). At the transition frequency $f_0 = 2.4$ GHz, those transmitted amplitudes among output ports are -4.2 dB, -6.9 dB, -9.8 dB and -
9.8 dB. The reflection of port 1 at f_0 is -28 dB. The insertion loss is about 1.2 dB. For amplitude consideration, the reasonable bandwidth is about 500 MHz around the transition frequency. The problem is the coupled power at port 3 drops obviously when frequency is away from the transition frequency. A better bandwidth can be obtained with extra efforts to optimize the first coupler.

The phase shifts between output ports are shown in Fig. 31 (b). At transition frequency f_0, all output ports share the same phase. Due to the dispersion characteristic of a CRLH TL, the bandwidth of ±10° is much narrower than the amplitude bandwidth. There is a phase difference of about 90° caused by the coupler. The microstrip TLs at port 3, port 4 and port 5 are extended to compensate the phase shift.

Transmissions between output ports are shown in Fig. 31 (c). The isolations between output ports are higher than 20 dB, as shown in Fig. 31 (c). Experimental results agree with the simulations well.
A novel unequal power divider based on the zeroth order resonance of a metamaterial transmission line is discussed. It is a miniaturized design along the longitudinal direction. The power divider can be easily extended to an arbitrary number of output ports. Not only even numbers but also odd numbers of output ports are suitable for the proposed power divider. Thus, the proposed power divider is a practical design.

Both equal and unequal power division are possible for the power divider. In further study, equal power divider will be considered and designed. Since the power divider is very compact along the longitudinal direction, it is suitable to realize an antenna feeding network. With desired unequal power division, an antenna array fed with the power divider may get arbitrary power supply.

The insertion loss of the metamaterial transmission at zeroth order resonance frequency is a little high. To reduce the insertion loss will make the new metamaterial power divider more reliable.

5. Conclusion

Metamaterial transmission lines are one-dimension structures. Their performances can be roughly analyzed by the circuit models, and the relation between them and band-pass filters is discussed as well. There are many applications of metamaterial transmission lines due to their excellent performance. Some typical applications, such as leaky-wave antenna, baluns, diplexers and power dividers are presented. Metamaterial transmission lines will find more and more applications of microwave components in future.
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Physics of Charging in Dielectrics and Reliability of Capacitive RF-MEMS Switches

George Papaioannou and Robert Plana

1. Introduction

The dielectric charging constitutes a major problem that still inhibits the commercial application of RF MEMS capacitive switches. The effect arises from the presence of the dielectric film (Fig.1a), which limits the displacement of the suspended electrode and determines the device pull-down state capacitance. Macroscopically, the dielectric charging is manifested through the shift (Fig.1b) (Rebeiz 2003, Wibbeler et al. 1998, Melle et al. 2003, Yuan et al. 2004) or/narrowing (Czarnecki et al. 2006, Olszewski et al. 2008) of the pull-in and pull-out voltages window thus leading to stiction hence the device failure. The first qualitative characterization of dielectric charging within capacitive membrane switches and the impact of high actuation voltage upon switch lifetime was presented by C. Goldsmith et al. (Goldsmith et al. 2001) who reported that the dependence of number of cycles to failure on the peak actuation voltage follows an exponential relationship. Particularly it was reported that the lifetime improves by an order of a decade for every 5 to 7 V decrease in applied voltage. The lifetime in these devices is measured in number of cycles to failure although experimental results have shown that these tests do not constitute an accurate figure of merit and the time the device spends in the actuated position before it fails is a much better specification to judge device reliability (Van Spengen et al. 2003).

The aim to improve the reliability of capacitive switches led to the application of different characterization methods and structures such as the MIM (Metal-Insulator-Metal) capacitors that allowed to determine the charging and discharging times constants (Yuan et al. 2004, Lamhamdi 2008) as well as to monitor the various charging mechanisms (Papaioannou 2007a), since these devices marginally approximate the capacitive switches in the pull-down state. A method that approximates more precisely the charging process through asperities and surface roughness in MEMS and allows the monitoring of the discharging process is the Kelvin Probe Force Microscopy (Nonnenmacher 1991). This method has been recently employed for the investigation of the charging and discharging processes in capacitive switches (Herfst 2008, Belarni 2008).

The charging of the dielectric film occurs independently of the actuation scheme and the ambient atmosphere (Czarnecki et al. 2006). Up to now the effect has been attributed to the charge injection during the pull-down state (Wibbeler et al. 1998, Melle et al. 2003,
Olszewski 2008, Reid 2002, Papaioannou 2006a) and dipoles orientation (Papaioannou 2005, Papaioannou 2006b), which are present in the dielectric material.

In order to minimize and control the dielectric charging and obtain devices with high capacitance aspect ratio, several materials, such as SiO$_2$ (Yuan 2004), Si$_3$N$_4$ (Melle 2003, Papaioannou 2005), AlN (Lisec 2004, Papaioannou 2007b, Papandreou 2009), Al$_2$O$_3$ (Berland 2003, Blondy 2007), Ta$_2$O$_5$ (Lisec 2004, Rottenberg 2002), HfO$_2$ (Luo 2006, Tsaur 2005), have been used. The selection has been made taking into account the maturity of low temperature deposition method and the magnitude of dielectric constant. Although these materials exhibit excellent insulating properties little attention was paid on the fact that their lattice is formed by either covalent or ionic bonds, which affect significantly the dielectric polarization/charging. It is worth noticing that among these materials, the crystalline AlN exhibits piezoelectric properties, which seems to increase significantly the device lifetime (Lisec 2004, Papandreou 2009).

Fig. 1. (a) Simplified model of a capacitive switch based on the parallel plate model and (b) the shift of the capacitance-voltage characteristic after stress.

A key issue parameter that affects significantly the electrical properties of dielectrics and may prove to constitute a valuable tool for the determination of device lifetime is the device operating temperature. This is because temperature accelerates the charging (Papaioannou 2005, 2006, Daigler 2008) and discharging (Papaioannou 2007c) processes by providing enough energy to trapped charges to be released and to dipoles to overcome potential barriers and randomize their orientation. Finally, the presence or absence (Mardivirin 2009) of dielectric film as well as its expansion on the film on the insulating substrate (Czarnecki...) constitute a key issue parameter that influences the charging process. The aim of the present chapter is to provide an overview and better understanding of the impact of various parameters such as the dielectric material properties, the operating temperature, etc on the physics of charging in dielectrics and reliability of capacitive RF-MEMS switches as well as to present the presently available assessment methods. The basic polarization mechanisms in dielectrics will be presented in order to obtain a better insight on the effect of the ionic or covalent bonds of the dielectrics used in capacitive MEMS. The deviation from stoichiometry, due to low temperature deposition conditions, will be taken into account. Finally, the effect of temperature on the charging and discharging
processes will be discussed in order to draw conclusions on the possibility of identification and predict of charging mechanisms and their relation to the deposition conditions.

2. Dielectric polarization

2.1 Principles of dielectric polarization

When an electric field \( E \) is applied to an insulating material, the resulting polarization \( P \) may be divided into two parts according to the time constant of the response (Barsukov 2005):

i. An almost instantaneous polarization due to the displacement of the electrons with respect to the nuclei. This defines the high-frequency dielectric constant \( \varepsilon_\infty \) related to the refractive index.

\[
\varepsilon_\infty - 1 = P_\infty / E\varepsilon_0
\]

The time constant of this process is about \( 10^{-16} \) s.

ii. A time-dependent polarization \( \Delta P(t) \) arising from mechanisms such as the orientation of dipoles, the buildup of space charge etc in the presence of the electric field. It must be emphasized that the magnitude and sing of the time-dependent polarization is determined by the magnitude of the contributing mechanisms. If the field remains in place for an infinitely long time, the resulting total polarization \( P_S \) defines the static dielectric constant \( \varepsilon_S \):

\[
\varepsilon_S - 1 = P_S / E\varepsilon_0
\]

Thus the static polarization will be determined by the sum of the instantaneous and time dependent polarizations:

\[
P_S = P_\infty + \Delta P(t)
\]

The simplest assumption that allows the understanding of the response of such a system is that \( \Delta P(t) \) is governed by first-order kinetics, that is, a single-relaxation time \( \tau \), such that

\[
\tau \frac{\Delta P(t)}{dt} = P_S - P(t)
\]

Fig. 2. Time dependence of the polarization \( P \) after the application of an electric field.

This means that the rate at which \( P \) approaches \( P_S \) is proportional to the difference between them. Referring to Figure 2, on application of a unit step voltage and solving for \( P(t) \), we obtain
The processes involving either microscopic or macroscopic charge displacement. The slow observation. These mechanisms are called slow and may occur through a number of the “dielectric charging” effects are characterized by time constants that may be as low as Turnhout 1987, Vandershueren 1979, Barsoukov 2005, Kao 2004), which are responsible for.

2.2 Polarization/Charging mechanisms

The time dependent polarization of a solid dielectric submitted to an external electric field occurs through a number of mechanisms involving microscopic or macroscopic charge displacement. As already mentioned, according to the time scale of polarization build up we can divide the polarization mechanisms in two categories, the instantaneous and the delayed time dependent polarization. The time dependent polarization mechanisms (van Turnhout 1987, Vandershueren 1979, Barsoukov 2005, Kao 2004), which are responsible for the “dielectric charging” effects are characterized by time constants that may be as low as 10-12 sec or as large as years, so that no relaxation is observed under the conditions of observation. These mechanisms are called slow and may occur through a number of processes involving either microscopic or macroscopic charge displacement. The slow polarization mechanisms, a summary of which is presented in Fig.3, are:

The dipolar or orientational polarization occurs in materials containing permanent molecular or ionic dipoles. In this mechanism depending on the frictional resistance of the medium, the time required for this process can vary between picoseconds to even years. The dipolar polarization of inorganic crystals may be caused by structural properties of the crystal lattice or it may be due to lattice imperfection or doping, for example in impurity

\[ P(t) = P_a \left[ 1 - (P_S - P_a) \exp \left( -\frac{t}{\tau} \right) \right] \] (5)

For most of the systems investigated, the experimental results cannot be generally described by such equation only. For this reason, it is necessary to use empirical relations that formally take into account the distribution of the relaxation times. A general form that approximates such cases is contained in the Kohlrausch-Williams-Watts (KWW) relaxation function (Kliem 2005):

\[ \Delta P(t) = (P_S - P_a) \cdot \exp \left[ -\left( \frac{t}{\tau} \right)^{\beta} \right] \] (6)

where \( \tau \) is the characteristic time constant and \( \beta \) the stretched factor. The KWW dielectric relaxation polarization has been found either in the time or in the frequency domain in many materials containing some degree of disorder. The list of materials is far away from being complete. Also in magnetic materials such relaxations are present. The fact that so many classes of materials exhibit the KWW behavior led to the supposition that there might be a universal law behind the experimental findings (Hommann 1994). Since the observed relaxations can be distributed over more than 11 to 12 decades, the physical property causing the relaxations should be distributed in such a broad range, too. An early solution was given by H. Fröhlich (Fröhlich 1949) who reduced the broad distribution of relaxation times \( \tau \) to a relatively small distribution of activation energies \( E_A \) assuming thermally activated processes with

\[ \tau = \tau_0 \cdot \exp \left( \frac{E_A}{kT} \right) \] (7)

The linear superposition of such processes can result in the KWW relaxations. With \( kT = 0.026 \) eV at room temperature we find for \( 0.2 \) eV \( \leq E_A \leq 1 \) eV a distribution of \( \tau \) over more than 13 decades.
The polarization mechanisms, a summary of which is presented in Fig. 3, are:

observation. These mechanisms are called slow and may occur through a number of mechanisms involving microscopic or macroscopic charge displacement. As already mentioned, according to the time scale of polarization build up we can divide the polarization mechanisms in two categories, the instantaneous and the displacement. In this mechanism depending on the frictional resistance of the medium, the time required for this process can vary between picoseconds to even years. The dipolar polarization of inorganic crystals may be caused by structural properties of the crystal lattice or it may be due to lattice imperfection or doping, for example in impurity vacancy dipole systems. The structural interpretation of the dielectric processes occurring in many polar materials is usually approached by assuming impaired motions or limited jumps of permanent electric dipoles. In molecular compounds for example, relaxation can be considered as arising from hindered rotation of the molecule as a whole, of small units of the molecule or some flexible group around its bond to the main chain, while in ionic crystals, it can be mainly associated with ionic jumps between neighboring sites (ion-vacancy pairs). From conventional dielectric measurements it is known that materials obeying the classical Debye treatment with a single relaxation time are rather rare.

The space charge or translational polarization is observed in materials containing intrinsic free charges such as ions or electrons or both. The space charge polarization arises from macroscopic charge transfer towards the electrodes that may act as total or partial barriers. Moreover, the charging of space-charge electrets may be achieved by injecting (depositing) charge carriers. Other methods consist in the generation of carriers within the dielectric by light, radiation or heat and simultaneous charge separation by a field. The space charge polarization causes the material to be spatially not neutral (fig. 3) hence is a much more complex phenomenon than the dipolar polarization.

![Fig. 3. Summary of polarization mechanisms under (a) non contacting and (b) contacting charging](image)

The interfacial polarization, which sometimes is referred as Maxwell-Wagner-Sillars (MWS) polarization, is characteristic of systems with heterogeneous structure. It results from the formation of charged layers at the interfaces due to unequal conduction currents within the various phases. In structurally heterogeneous materials, such as complicated mixtures or semi-crystalline products, it can be expected that field-induced ionic polarization will obey more closely an interfacial model of the Maxwell-Wagner-Sillars type than a space-charge model of the barrier type. There the action of an electric field can achieve a migration charge by (a) bulk transport of charge carriers within the higher conductivity phase and (b) surface migration of charge carriers. As a consequence surfaces, grain boundaries, interphase boundaries (including the surface of precipitates) may charge. Charges “blocked” at the interface between two phases with different conductivity give a contribution to the net polarization of the body exposed to the electric field.

In most of the theoretical treatments, the polarized material is assumed to be free of charge carriers, so that the internal field and the dipolar polarization can be considered as space independent. In practice, however, dipolar and space charge polarizations often coexist and the electric field and polarization must then be considered as averaged over the thickness of
the sample. Finally, the simultaneous displacement of free charges and dipoles during the polarization process may lead to a particular situation where the internal electric field is nearly zero, so that no preferred orientation of dipoles occurs.

3. Dielectric materials for RF-MEMS capacitive switches

As already mentioned the dielectric materials used in MEMS capacitive switches are as SiO₂, Si₃N₄, AlN, Al₂O₃, Ta₂O₅ and HfO₂. The charging mechanisms in each dielectric will depend on the material structure and for this reason each one will be discussed separately.

So far the dielectric charging has been intensively investigated in SiO₂ and Si₃N₄. Regarding the other materials i.e. Ta₂O₅, HfO₂ and AlN there is little information on their impact on the reliability of MEMS devices. In the case of Ta₂O₅ (Rottenberg 2002) and HfO₂ (Luo 2006, Tsaur 2005), although the materials are attractive due to their large dielectric constant, the knowledge on the charging processes is still limited and arises from the study of MIM and MIS capacitors, the latter for MOSFET gate applications. Both materials exhibit ionic conduction and in the case of Ta₂O₅ it has been shown that under high electric field space charge arises due to formation of anodic-cathodic vacancy pair, (Frenkel pair dissociation) (Duenas 2000). Moreover, isothermal current transients in chemical vapor deposited material revealed that protons are incorporated in the structure and the current transient arises from proton displacement (Allers 2003). For HfO₂ it has been shown that hole trapping produces stable charge (Afanas’ev 2004). The trapped charge density was found to be strongly sensitive on the deposition methods and the work-function of the gate electrodes. In thin layers (≤ 10nm) it was shown that charge trapping follows a logarithmic dependence on time (Puzzilli 2007). On the other hand the de-trapping rate was found to depend on the film thickness, with a power law behavior as a function of time.

![Cross-sectional energy-filtered TEM image of Si-ncs embedded in SiNx layers deposited with a gas flow that corresponded to 21% Si excess (Carrada 1998) and (b) representation of material non-homogeneity and band gap fluctuation (Gritsenko 2004)](image)

Fig. 4. (a) Cross-sectional energy-filtered TEM image of Si-ncs embedded in SiNx layers deposited with a gas flow that corresponded to 21% Si excess (Carrada 1998) and (b) representation of material non-homogeneity and band gap fluctuation (Gritsenko 2004)
α-Al2O3 is a wide-gap insulator with a direct energy gap of about 8.3 eV (Fang 2007). The O-Al bonds in the compound exhibit highly ionic nature and theoretical calculations have shown that the valence band is well separated into two parts, with the lower part consisting of O 2s states and the upper part being dominated by O 2p states. The lower part of the conduction band is in general believed to be dominated by Al 3s states. Regarding the electrical properties and charging behavior the dc behavior of alumina has been little investigated. The experimental I(t) curves have shown that the ‘quasi’ steady-state current is reached for time ranging from 104 to 105 s (Talbi 2007). The transient current was reported to consist of two parts, the first one that arises mainly from the polarization of dipoles in the dielectric which dominate at short time, whereas the second part was found to correspond to the carriers transport mechanism. Moreover the conduction mechanism in the high field regime was reported to obey the space charge limited current law. The conduction mechanism high temperatures has been found to be dominated by carriers emitted from deep traps while the low temperatures one by carriers emitted from discrete shallow traps or transport in the band tails (Li 2006, Papandreou 2008). Here it must be pointed out that the characteristics of the charge traps introduced during deposition depend strongly on the deposition conditions (Papandreou 2008).

Aluminum nitride (AlN) piezoelectric thin film is very popular in RF micro-machined resonators and filters MEMS devices. The advantages arise from its high resistivity and piezoelectric coefficient, which is the largest among nitrides as well as the possibility to be deposited at temperatures as low as 500°C and patterned using conventional photolithographic techniques. AlN generally exhibits smaller piezoelectric and dielectric constant and differs from PZT materials in that it is polar rather than ferroelectric. Theoretical results have indicated that nitride semiconductors possess a large spontaneous polarization (Papandreou 2008), associated with which are electrostatic charge densities analogous to those produced by piezoelectric polarization fields. In wurtzite structure the polar axis is parallel to the c-direction of the crystal lattice that may give rise to a macroscopic spontaneous polarization, which can reach values up to 0.1 C/m². This macroscopic lattice polarization is equivalent to two dimensional fixed lattice charge densities with values between 10^{13} and 10^{14} e/cm^2 located at the two surfaces of a sample (Bernadini 1997). Finally, in inhomogeneous alloy layers, variations in composition are expected to create non-vanishing and spatially varying spontaneous and piezoelectric polarization fields and associated charge densities that can significantly influence the material properties. Thus in contrast to the single crystalline material, the sputtered one exhibit near-zero, positive or even negative piezoelectric response indicating a change in crystalline orientation, grain size, concentration of defects or even a complete reversal of dipole orientation (Bernadini 1997, Zorrodu 2001). Recently, AlN has been introduced in MEMS switches (Ruffen 1999) and reliability tests have proved that under low pull-in bias or certain polarity the device degradation may be extremely low. Assessment of MIM capacitors with crystalline AlN dielectric has indicated that this behavior has to be attributed to the presence of a spontaneous polarization arising from dislocations that may induce a surface charge of the order of c.cx10^{-7}Ccm^{-2}, which is much smaller than the theoretically predicted spontaneous polarization (Papandreou 2009).

The SiO2 and Si3N4 are the most important dielectrics used in modern silicon-based electronic devices. In spite of the five decades of intensive investigation, the gained knowledge has not be effectively applied in MEMS capacitive switches. The reasons behind
this deficiency lie on the fact that in MEMS capacitive switches technology the dielectric film is deposited on rough metal surfaces at low temperatures (≤ 300°C). Thus the film surface morphology is affected by the substrate and the low temperature leads to significant deviation of stoichiometry. The latter allows us to describe silicon oxide and nitride as SiOₓ and and SiNₓ with x < 2 and x < 1.33 respectively. The low temperature deposition gives rise to formation of silicon nanoclusters and/or nanocrystals in both materials due to the fact that Si excess is high and the phase separation mechanism is not nucleation and growth as in the case of low Si excess, but spinodal decomposition (Carrada 2008). Fig.3a shows clearly the percolation of nanocrystal after 1 min annealing at 1000 °C under Ar ambient. A simplified schematic diagram illustrating the two-dimensional structure of SiNₓ (Gritsenko 2004) shows in Fig.3b (bottom) the regions of silicon phase, stoichiometric silicon nitride, and subnitrvides and (top) the corresponding energy band profile. Similar is the behavior of SiOₓ (Ikona 2004, Yoshida 2002).

<table>
<thead>
<tr>
<th>Material</th>
<th>Ionic</th>
<th>Dipolar</th>
<th>Space charge</th>
<th>Dielectric constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td></td>
<td></td>
<td>✔</td>
<td>3-4.5</td>
</tr>
<tr>
<td>Si₃N₄</td>
<td></td>
<td>(✔)</td>
<td>✔</td>
<td>6-7.5</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>8-9</td>
</tr>
<tr>
<td>AlN</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>10-12</td>
</tr>
<tr>
<td>HfO₂</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>11-12</td>
</tr>
<tr>
<td>Ta₂O₅</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>~100</td>
</tr>
</tbody>
</table>

Table 1. Dielectric films for MEMS capacitive switches and charging mechanisms (✔) due to deviation from stoichiometry

Although these materials consist of covalent bonds, in substoichiometric silicon oxide the $E_δ^{\text{defect}}$ defect gives rise to the formation of dipoles by trapping holes (Fleetwood 2003). Although these dipoles were observed after gamma ray irradiation, their presence in the SiOₓ used in MEMS capacitive switches cannot be overruled. Moreover, the presence of such structures cannot be rejected in SiNₓ.

Taking all these into account we can conclude that the charging mechanisms taking place in insulating films used in MEMS capacitive switches can be summarized in Table 1. So, in all cases the space charge polarization due to presence of free charges or injected charges as well as the dipolar polarization constitutes the major charging mechanisms. The presence of nanoclusters or nanocrystals is expected to give rise to a random distribution of dipolar polarization and in the same time is expected to give rise to interfacial polarization; a fact that needs to be experimentally demonstrated.

Presently, due to above analyzed effects, there is still no clear information on the charging of thin dielectric films used in MEMS capacitive switches. The electrical properties of these dielectrics obviously depend strongly on the deposition methods and conditions. Due to the absence of standardization of deposition methodology, the study of dielectric charging, employing MEMS and MIM devices, still leads to no concrete results. A key issue parameter, towards the solution of this problem, seems to be the dielectric film temperature since it accelerates the charging and discharging processes by providing enough energy to
trapped charges to be released and to dipoles to overcome potential barriers and randomize their orientation. The effect of temperature will be analyzed in the following.

4. Assessment of dielectric charging

The dielectric charging is a complex effect, which cannot be monitored through simple test method hence requires various techniques involving specific experimental setups. The charging can be monitored using bare dielectric material or Metal-Insulator-Metal (MIM) capacitor or MEMS capacitive switch. As it will be understood from the following analysis each method provides partial information.

4.1 Kelvin Probe Force Microscopy (KPFM)

The Kelvin probe force microscopy (KPFM), also known as surface potential microscopy, is a noncontact variant of atomic force microscopy (AFM) that was invented in 1991 (Nonnenmacher 1991). The KPFM is a scanned probe method where the potential offset between a probe tip and a surface can be measured using the same principle as a macroscopic Kelvin probe.

![Figure 5](image)

Fig. 5. (a) Dielectric film surface potential distribution vs time (Zaghloul 2008) and (b) peak charge decay (Belarni 2008).

Among the various characterization methods of dielectric charging in MEMS capacitive switches the KPFM method plays a significant role since it allows the simulation of the charging through the dielectric film and suspended electrode roughness and asperities. Presently, the Kelvin probe force microscopy is employed to provide qualitative information on dielectric free surface discharging process. The charges are injected into the dielectric with the probe conductive tip in proximity or contact to the dielectric surface. Then the tip is used to scan the charged area. In these experiments, an important result not yet fully related to switches performance, is the evolution of the deposited charges which showed that the charges are not spreading on the surface (fig.5a) (Zaghloul 2008).
The decay of the amount of charge has been attributed to the penetration and trapping into the bulk of the dielectric. The potential relaxation was reported to be exponential (fig.5b). On the other hand the surface potential induced by charges injected with the Kelvin probe tip was found to decay following the stretched exponential law. Finally, the decay time constant was reported to depend on the dielectric material and practically not affected by the tip potential (Belarni 2008).

### 4.2 Metal-Insulator-Metal (MIM) capacitors

The MIM capacitors, although do not substitute MEMS switches in the pull-down state, have been proved to be a valuable test structure for assessing the electrical properties of dielectric materials. The dielectric charging in MIM capacitors has been investigated through two experimental methods, the Discharge Current Transients (DCT) and the Thermally Stimulated Depolarization Currents (TSDC). Both methods are based on the application of electric field for a long time so that to produce saturation of dipole orientation and trapping of injected charges. Finally, the DCT method is better exploited if the transients are recorded at different temperatures while the TSDC method requires the current recording during the temperature sweep (Vandershueren 1979).

#### 4.2.1 Discharge Current Transient method

The DCT method is based on the measurement of charging and discharging currents of a MIM capacitor. The discharge current transient when arises from trapped charges i.e. holes, or dipole reorientation is given respectively by

\[ j = \frac{dP(t)}{dt} = -\frac{P(t)}{\tau} \]  

where \( P_t \) is the macroscopic polarization and \( \tau \) the polarization emission or relaxation time, depending on the model. Here it must be pointed out that the dielectric charging and discharging currents in principle are not equal due to the presence of external electric field during charging and the internal one during discharging (fig.6). For this reason the charging current may be masked by high leakage currents.

The DCT characterization method has been extensively applied for assessment of dielectric charging in silicon dioxide (Yuan 2005) and silicon nitride (Exarchos 2005, Lamhamdi 2008, Zaghouli 2009) films. In all cases the experimental results revealed that both charging and discharging transients are multi exponential with temperature independent time constants. On the other hand in silicon nitride the DCT method revealed the presence of thermally activated mechanisms. The decay was fitted using the stretched exponential law and the Arrhenius plot of relaxation time, Eq. 8, allowed the calculation of activation energy \( EA \) and estimation of relaxation time at room temperature \( \tau_{300K} \approx 6 \cdot 10^3 \text{ sec} \) (Exarchos 2005).
The decay of the amount of charge has been attributed to the penetration and trapping into the bulk of the dielectric. The potential relaxation was reported to be exponential (fig. 5b). On the other hand, the surface potential induced by charges injected with the Kelvin probe tip was found to decay following the stretched exponential law. Finally, the decay time constant was reported to depend on the dielectric material and practically not affected by the tip potential (Belarni 2008).

4.2 Metal-Insulator-Metal (MIM) capacitors

The MIM capacitors, although do not substitute MEMS switches in the pull-down state, have been proved to be a valuable test structure for assessing the electrical properties of dielectric materials. The dielectric charging in MIM capacitors has been investigated through two experimental methods, the Discharge Current Transients (DCT) and the Thermally Stimulated Depolarization Currents (TSDC). Both methods are based on the application of electric field for a long time so that to produce saturation of dipole orientation and trapping of injected charges. Finally, the DCT method is better exploited if the transients are recorded at different temperatures while the TSDC method requires the current recording during the temperature sweep (Vandershueren 1979).

4.2.1 Discharge Current Transient method

The DCT method is based on the measurement of charging and discharging currents of a MIM capacitor. The discharge current transient when arises from trapped charges i.e. holes, or dipole reorientation is given respectively by:

$$\tau = \frac{P_t}{dP_j}$$

where $P_t$ is the macroscopic polarization and $\tau$ the polarization emission or relaxation time, depending on the model. Here it must be pointed out that the dielectric charging and discharging currents in principle are not equal due to the presence of external electric field during charging and the internal one during discharging (fig. 6). For this reason the charging current may be masked by high leakage currents.

The DCT characterization method has been extensively applied for assessment of dielectric charging in silicon dioxide (Yuan 2005) and silicon nitride (Exarchos 2005, Lamhamdi 2008, Zaghoul 2009) films. In all cases the experimental results revealed that both charging and discharging transients are multi-exponential with temperature independent time constants. On the other hand in silicon nitride the DCT method revealed the presence of thermally activated mechanisms. The decay was fitted using the stretched exponential law and the Arrhenius plot of relaxation time, Eq. 8, allowed the calculation of activation energy $E_A$ and estimation of relaxation time at room temperature $3 \times 10^6 \text{s}^{-1}$ (Exarchos 2005).

![Fig. 6. Dependence of (a) charging and (b) discharging current transient on charging bias (Lamhamdi 2008)](image)

4.2.2 Thermally Stimulated Depolarization Current method

In order to obtain a better insight on the TSDC method it is essential to take into account that in insulators, the time and temperature dependence of polarization and depolarization processes are determined by

- in the case of dipolar polarization the competition, between the orienting action of the electric field and the randomizing action of thermal motion and
- in the case of space charge polarization the processes are far more complex because several mechanisms can be involved simultaneously

The thermally stimulated depolarization current (Vandershueren 1979, Turnhout 1987) is given by:

$$j(T) = \frac{P_s}{\tau_0} \cdot \exp \left( -\frac{E_A}{kT} \right) \cdot \exp \left[ -\frac{1}{\gamma \tau_0} \cdot \frac{kT^2}{E_A} \cdot \exp \left( -\frac{E_A}{kT} \right) \right]$$

where $\gamma$ is the heating rate, being kept constant during temperature scan.

![Fig. 7. Temperature dependence of TSD current of a SiNₓ MIM capacitor and its analysis (Papaioannou 2007a).](image)
The dependence of TSD current on temperature is presented in Fig.6 and analyzed by fitting Eq.9 to the experimental data. Each contribution (P1-P5) arises from a specific charging mechanism for which the activation energy $E_A$ and $\tau_0$ can be determined. The values of activation energy and $\tau_0$ constitute basic parameters since they allow the calculation of relaxation times at room temperature for each contributing mechanism. Another important parameter is the range of magnitudes of relaxation times because in amorphous dielectric films the relaxation times are distributed over several decades. The difficulty of the determination of such a distribution has been minimized with the aid of Fröhlich model (Fröhlich 1949) that allowed the reduction of relaxation times to a relatively small distribution of activation energies. This model allows the extraction of the dependence of room temperature relaxation time on activation energy assuming that $\tau_0$ is known. A simple example of the importance of this model on the prediction of MEMS reliability is plot of the dependence of room temperature relaxation time on activation energy assuming that $\tau_0$ is known. A simple example of the importance of this model on the prediction of MEMS reliability is plot of the dependence of room temperature relaxation time, normalized to its value at 450K (fig.8a).

Since $\tau_0$ is not known for the sake of simplicity the relaxation time has been assumed to be $\tau_{450K} = 1$. The validity of the relaxation time exponential dependence on activation energy has been confirmed through thermally stimulated depolarization current assessment of SiN$_x$ MIM capacitors, which dielectric film was deposited with high frequency (13.6 MHz) (HF), low frequency (380 KHz) (LF) and mixed frequency (13.6 MHz + 380 KHz) PECVD method and the top contacts were extended over areas with uniform or varying stress (Papandreou 2007) (fig.8b). The results presented by Papandreou et al (Papandreou 2007) revealed that the relaxation times are distributed around specific activation energies with values of 0.17eV, 0.35eV and 0.55eV. It is interesting to point out that the distributions seem to be independent on the film deposition methods as well as the presence of uniform or non uniform stress in the nitride films. Finally it is worth noticing that presently the available data are still limited and no general rules can be extracted on the dependence of these charging mechanisms on the material “quality”.

![Graphs showing the relationship between relaxation time and activation energy](image_url)

Fig. 8. (a) Dependence of room temperature relaxation time vs activation energy and (b) dependence of room temperature relaxation times on the corresponding polarization mechanism activation energy (Papandreou 2007)
4.3 MEMS capacitive switches
The assessment of dielectric charging in MEMS capacitive switches constitutes an issue which still has not been established. The basic assessment methods rely on the monitoring of the shift of bias for capacitance minimum, \( V_{\text{min}} = -\frac{\varepsilon_d \langle \sigma \rangle}{\varepsilon_r \varepsilon_0} \) and the pull-down and pull-up voltages. The shift of the bias for capacitance minimum is a quantity that accurately provides information on the dielectric charging and does not depend on the mechanical parameters of the metal bridge or cantilever. For this reason it has been widely used (Wibbeler 1998, Papaioannou 1996, Ruan 2008 etc) to assess the charging due to cycling and ESD stress at room as well as at elevated temperatures. On the other hand the charge calculated through this method is obtained under low electric field conditions while the performance of a capacitive switch is determined by the shift of pull-down and pull-up voltages which are directly related to the device performance and occur under high electric fields. This limits the importance of \( V_{\text{min}} \). Another method to assess the charging and discharging processes in MEMS are the pull-down and pull-up transients (Papaioannou 2005, Papaioannou 2007c). The presence of thermally activated mechanisms in dielectrics, requires the assessment of MEMS switches to be performed as a function of temperature in order to extract better information on the dielectric charging processes.

Due to the fact that these methods are routinely used for the assessment of MEMS reliability and the limited space, the values of each method will be revealed in the following paragraph.

5. Reliability of RF-MEMS capacitive switches
The reliability of MEMS capacitive switches is determined by a large number of factors. The aim of the present chapter is to present and discuss the failure mechanisms that are related to dielectric charging:
- Effect of contact roughness
- Effect of DC bias and temperature
- Influence of substrate on MEMS reliability
- Ambient effect on MEMS reliability
- MEMS reliability to ESD stress
- Reliability to RF signal power

5.1 Effect of contact roughness
The surface roughness has been recognized as a key issue performance and reliability problem in MEMS capacitive switches. The metal bridge and the dielectric film roughness constitute a technological limitation related to the deposition techniques, which does not allow the roughness better than a few tens of nanometers.

Regarding the device performance the surface roughness plays a critical role at the down position capacitance. Thus the capacitance ratio, which is given by:

\[
\frac{C_{\text{down}}}{C_{\text{up}}} = \frac{\varepsilon_d t_{\text{air}} + t_{\text{dielec}}}{t_{\text{dielec}}} \tag{10}
\]
where the down state capacitance \( C_{\text{down}} \) must be as high as possible. In equation (11), \( t_{\text{air}} \) and \( t_{\text{dielect}} \) are the thicknesses of the air and dielectric layers beneath the membrane. Due to the importance of the surface roughness on the device performance there has been an intensive effort on the modeling of the roughness using a statistical approach (Yu 2006) or AFM assessment of the bottom of switch membrane (Suy 2008). The results showed that at the up-state, the capacitance and the insertion loss increases with the RMS roughness and in the down-state, the capacitance and the isolation decreases. Moreover, it was revealed that the overall real contact area between the metal bridge and the dielectric layer surface is less than 1% of the apparent contact area, hence the down-state capacitance is mainly determined by the noncontact area between the metal bridge and the surface of the dielectric layer. The modeling suggested that the improvement of the device performance would require the RMS roughness to be kept below 10nm in order to achieve a normalized isolation of about 60% a parameter that increases with the applied hold-down voltage. Attempts to minimize this effect have been performed by adding a metal electrode, which would determine the down state capacitance, on the top of the dielectric film (Bartolucci 2008).

The surface roughness of the metal bridge and dielectric film affect directly the dielectric charging since charges are injected through the contacting areas. The effect of dielectric charging through surface roughness and asperities has been reported in several papers (Cabuz 1999, van Spengen 2002, Melle 2005, Sumant 2007, Papaioannou 2007d, Herfst 2008). Moreover charges are injected through micro gap discharge (Torres 1999, Slade 2002, Hourdakis 2006) in the proximity areas due to deviation from Pasken law and the charging is induced due to high electric field (Papaioannou 2006b) in areas where no one of the previous mechanisms can occur.
The surface roughness of the metal bridge and dielectric film affect directly the dielectric charging since charges are injected through the contacting areas. The effect of dielectric charging through surface roughness and asperities has been reported in several papers (Cabuz 1999, van Spengen 2002, Melle 2005, Sumant 2007, Papaioannou 2007d, Herfst 2008). Moreover, charges are injected through micro gap discharge (Torres 1999, Slade 2002, Hourdakis 2006) in the proximity areas due to deviation from Pasken law and the charging is induced due to high electric field (Papaioannou 2006b) in areas where no one of the previous mechanisms can occur.

These charging mechanisms in addition to the non planar dielectric film and bridge surfaces lead to a charge distribution that determines the switch behavior (Rottenberg 2008). This non uniform charge distribution has been monitored through measurements of surface potential on a capacitive switch dielectric with the aid of KPFM (fig.9) (Herfst 2008). Here it must be pointed out that the discharge data of Fig.10 allowed the determination of diffusion coefficient of electrons in SiN which was found to be of the order of $10^{-10}\text{cm}^2/\text{sec}$ (Herfst 2008).

5.2 Effect of DC bias and temperature
The first qualitative characterization of dielectric charging within capacitive membrane switches and the impact of high actuation voltage upon switch lifetime were presented by C. C. Goldsmith et al. (Goldsmith 2001). The results of evaluation of switch lifetime as a function of pull-down voltage, for all data reported in (Goldsmith 2001) are shown if Fig.10. The dependence of number of cycles on the peak actuation voltage was found to follow an...

Fig. 10. MEMS lifetime dependence on actuation voltage

Fig. 11. (a) pull-up transient and (b) simultaneous drawing of Arrhenius plot and shift of $V_{\text{min}}$ (Papaioannou 2007c).
The presence of two different types of charges, which are responsible for the dielectric charging, has been confirmed by experiments using either positive or negative actuation voltage (Czarnecki 2008). The conclusion was drawn from the behavior of pull-in and pull-out windows immediately after stress as well as after 1 min after stress (fig.12).
Here it must be pointed out that these results confirm the predictions of [9.39] and are supported from previous publications (Papaioannou 2005) and (Papaioannou 2007a) as well as recent ones (Olszewski 2008) where the existence of two types of charges, which contribute to dielectric charging, has been reported.

The nowadays available information clearly proves the presence of two types of charges, which is responsible for the shift of capacitance-voltage characteristic. The presence of opposite polarity carriers is responsible for the shift C-V characteristic in voltage and capacitance domain, a behavior has been predicted (Rottenberg 2007) and shown experimentally (Papaioannou 2005, Czarnecki 2008). Moreover, the charging, when occurs with the switch in the down state, arises from the Poole-Frenkel transient current component, which gives rise to time and electric field dependent dielectric charging (Melle 2005). Here it must be emphasized that the presence of two types of charges needs further investigation since the homocharge, due to charge injection is well understood. The origin of heterocharge, which is opposite polarity charges, at the dielectric free surface needs further investigation since it is not clear whether they arise from dipole orientation or rear interface charge injection. Finally, the non symmetrical shift of pull-in and pull-out windows needs further investigation since the attribution to mobile charges cannot explain adequately the effect. This issue is highly important since the position of positive and negative charge centroids determine the magnitude and orientation dielectric polarization which in turn will directly affect the capacitance-voltage characteristic through shift of pull-in and pull-out voltages as well as the shift of capacitance minimum.

### 5.4 Ambient effect on MEMS reliability

The dependence of switches lifetime on the environmental gas and the gas pressure have been recently investigated (Blondy 2007, Czarnecki 2008). Although it is well understood that gasses interact with the dielectric free surface the mechanism that affects the charge storage, hence the dielectric charging, is still not understood. (fig.14)

In order to monitor the charging and discharging process the shift of $V_{PI}$ was measured when the switch was left in the down for 10min and the discharge when was left in the up
Electrostatic discharge (ESD) occurs when a device is improperly handled. A human body charge, due to the mechanical nature and functionality of these systems, as well as the physical failure signature that resembles stiction. Because RF-MEMS devices function by electrostatic actuation they are susceptible to ESD or EOS damage as well as to catastrophic failure. Recently, ESD has started generating interest among researchers as a possible cause of failure in MEMS devices. ESD as a threat to the reliability of MEMS devices was first reported in 2000 by Walraven et al. (Walraven 2000). Reliability issues in RF MEMS switches have been reported by Tazzoli et al. (Tazzoli 2006) and Ruan et al. (Ruan 2007, 2008, 2009a, 2009b, 2009c). The robustness of MEMS capacitive switches has been assessed with Transmission Line Pulsing (TLP) (Tazzoli 2006, Ruan 2007, 2008, 2009b, 2009c) and Human Body Model (HBM) (Ruan 2009a, 2009c) setups. Due to different shape of ESD pulses the transmission line pulsing (TLP) setup is a more realistic approach to measure the effect of ESD on RF-MEMS switches (Ruan 2009b). Varying the applied pulse amplitude, the shift of the pull-in voltage was found to be completely different (fig.14). Finally, the investigation was performed assuming two charging mechanisms, the surface and bulk charging ones. According to this model when the devices were stressed in air the different behavior was attributed to change from bulk charging in the first minutes to surface charging, the latter being characterized by large time constants and degraded reliability. Finally, it is worth noticing that the effect of humidity on dielectric charging is an issue which has recently attracted attention (Peng 2009).

5.5 MEMS reliability to ESD stress
Electrostatic discharge (ESD) occurs when a device is improperly handled. A human body charge, due to the mechanical nature and functionality of these systems, as well as the physical failure signature that resembles stiction. Because RF-MEMS devices function by electrostatic actuation they are susceptible to ESD or EOS damage as well as to catastrophic failure. Recently, ESD has started generating interest among researchers as a possible cause of failure in MEMS devices. ESD as a threat to the reliability of MEMS devices was first reported in 2000 by Walraven et al. (Walraven 2000). Reliability issues in RF MEMS switches have been reported by Tazzoli et al. (Tazzoli 2006) and Ruan et al. (Ruan 2007, 2008, 2009a, 2009b, 2009c). The robustness of MEMS capacitive switches has been assessed with Transmission Line Pulsing (TLP) (Tazzoli 2006, Ruan 2007, 2008, 2009b, 2009c) and Human Body Model (HBM) (Ruan 2009a, 2009c) setups. Due to different shape of ESD pulses the transmission line pulsing (TLP) setup is a more realistic approach to measure the effect of ESD on RF-MEMS switches (Ruan 2009b). Varying the applied pulse amplitude, the shift of the pull-in voltage was found to be completely different (fig.14). Finally, the investigation was performed assuming two charging mechanisms, the surface and bulk charging ones. According to this model when the devices were stressed in air the different behavior was attributed to change from bulk charging in the first minutes to surface charging, the latter being characterized by large time constants and degraded reliability. Finally, it is worth noticing that the effect of humidity on dielectric charging is an issue which has recently attracted attention (Peng 2009).

Fig. 13. Effect of (a) gas ambient and (b) gas pressure on MEMS reliability (reproduced from [9.50]).
Electrostatic discharge (ESD) occurs when a device is improperly handled. A human body may develop an electric potential in excess of 1000V upon contacting an electronic device. ESD as a threat to the reliability of MEMS devices was first recognized in the mid-80s (Geiss and Washizumi 1988). More recently, ESD has started generating interest among researchers as a possible cause of failures in RF-MEMS devices. ESD and electrical overstress (EOS) damage has been identified as a new failure mode. This failure mode has not been previously recognized or addressed primarily due to the mechanical nature and functionality of these systems, as well as the physical characteristics of the devices themselves. ESD failure in MEMS devices is characterized by a rapid actuation of the switch, which occurs within a few nanoseconds (Tazzoli et al. 2006). The resulting electric field cannot induce a displacement of the dielectric layer, and the failure signature that resembles stiction. Because RF-MEMS devices function by electrostatic actuation they are susceptible to ESD or EOS damage as well as to catastrophic failure.

ESD pulses do not induce any significant current through the system up to the threshold of field emission (fig. 14a). This threshold corresponds to the field emission induced breakdown level of the modified Paschen’s curve. Above this threshold, hard failures happened (fig 14b) and the consequences are catastrophic (fig 14c). In the hard failures region damages were caused to the insulator layer and also to the metallic electrodes. These three regimes can be also detected by monitoring the TLP current (fig.15a). The TLP pulses do not induce any significant current through the system up to the threshold of field emission. Above this a sharp current increase is observed and in the hard failure region the slope of the ESD current increases gradually with the pulse amplitude. It is worth noticing that in the soft failure regime the high electric field induces dielectric charging, which can be monitored through the shift of the voltage that corresponds to the minimum of capacitance. The dependence of the shift was reported to vary in all cases as a logarithmic function of the number of positive TLP pulses (Ruan 2008). Moreover, the TLP stress was found to cause narrowing of both the pull-down and the pull-up windows (Tazzoli 2006).
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switches can be used effectively. RF power signals can cause self actuation in MEMS due to high electric fields and the electrostatic force that are developed across the switch gap. B. Pillans et al. (Pillans 2002) reported (fig. 16a) a fairly linear relationship exists between the minimum DC pull-down voltage and the RF power level applied. This result has been found to be in disagreement with the expected square relationship between the power and voltage. In the same figure (fig.16a) we included the dependence of measured pull-up voltage on input power (Peroulis 2004). Under power driving the dissipation across various parts of a switch may vary significantly. The results for a capacitive MEMS switch have shown that for 6.3W of RF incident signal at 10GHz, the temperature rise reaches the 75.5°C in case of switch in OFF state, while remains below 28°C in the ON-State for the same input signal (Coccetti 2005). Therefore, because of the linear proportionality between incident RF power and temperature, thermo-mechanical failures may be expected for the analysed device working in the OFF-State, and for input power above 10W. In this case, the hot spots temperatures are expected to reach temperatures above 120°C.

**6. Conclusions**

The present chapter attempts to provide a better insight on the dielectric charging and reliability of RF-MEMS capacitive switches. It has been shown that the dielectric material properties play a key issue role in the dielectric charging process. In ionic materials the ionic/dipolar polarization as well as the space charge polarization is the dominant charging mechanisms. In the case of the well established stoichiometric Si₃N₄ and SiO₂ dielectric materials the covalent bonds prevent the dipolar polarization. On the other hand, the low temperature deposition conditions, which are suitable for MEMS capacitive switches, lead to materials that are Si-rich and the significant deviation from stoichiometry gives rise to the formation of Si nanoclusters which allow the formation of defects that exhibit dipole properties, hence giving rise to dipolar polarization in addition to the space charge one. Presently, the assessment of dielectric charging is manly based on cycling the devices between the pull-down to pull-up states. Additional assessment is performed through Metal-Insulator-Metal capacitors but these devices can provide information only on the bulk electrical properties of the dielectric film. These devices cannot be considered similar to MEMS switches since they luck free surface which interacts with ambient and accumulate surface charges. Moreover, the top electrode is in excellent contact with the top surface a fact that is not encountered in MEMS switches. A reasonable equivalent to the contacting of bridge with the dielectric film is achieved with the aid of Kelvin Probe Force Microscope (KPFM) since the contacting and charge injecting tip can reasonably simulate the surface roughness and asperities of the metal bridge. This technique has been successfully used to simulate the decay of injected charges. Moreover, it allowed the recording of charge injected in a stressed switch. The results were excellent and the preliminary evaluation of the charge decay allowed the determination of the diffusion coefficient of charges in silicon nitride. Regarding the lateral diffusion, this is still an open issue since there are no concrete results supporting such an effect. For this reason the injected charges in capacitive switches are still considered to be directly collected by the rigid electrode. Temperature dependence of dielectric charging constitutes a key issue assessment tool. This is because the observed relaxations in disordered materials such as the dielectrics used in MEMS can be distributed over more than 11 to 12 decades. This broad distribution, as
shown by H. Fröhlich model, can be reduced to a relatively small distribution of activation energies. According to this it is highly expected to monitor thermally activated relaxation mechanisms in MEMS devices. The knowledge of the activation energy of such mechanisms provides the means to acknowledge their presence associate them with defects introduced during deposition and monitor their influence on the device performance. Regarding the bulk dielectric material this can be succeeded with both the Discharge Current Transient (DCT) and Thermally Stimulated Depolarization Current (TSDC) methods. The first requires the transient recording at different temperatures while the second one requires the temperature scan. In the case of presence of thermally activated mechanisms both methods lead to same results requiring appropriate analysis of the experimental data. Regarding the TSDC the assessment of SiN MIM capacitors revealed the distribution of time constants, normalized to room temperature, which distribution is supported by the H. Fröhlich model. In the case of MEMS capacitive switches it has been demonstrated that the pull-up transient is reveals thermally activated mechanisms. These mechanisms have been correlated with data from TSDC measurements in MIM capacitors. Due to the fact that the mechanical performance in MEMS with metallic bridge is strongly affected by temperature, the only accurate method allows the determination of the temperature dependence of dielectric charging is the bias for capacitance minimum.

The reliability of MEMS switches is directly affected by a significant number of parameters. The failure mechanisms related to dielectric charging are the charging due to contact roughness, the DC bias and temperature, the influence of substrate, the device ambient, the ESD stress and the RF signal power. Although the nature of failure due to all these relies on dielectric charging there is still no direct connection between them. In spite of the charging and discharging acceleration observed when temperature is increased and the effect of the applied electric field intensity during when the devices is subjected to on catastrophic ESD stress and DC as well as RF power driving, there is still a significant gap of information, which would allow the unification of all these issues.
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1. Introduction

This chapter sets out the basics and applications of impedance tuner for microwave and millimeterwave applications. Engineering examples, based on innovative and up-to-date Radio-Frequency MicroElectroMechanical Systems (RF-MEMS) technologies, are used to illustrate theoretical and practical principles. An explicit, comprehensive and efficient design methodology of impedance tuners is furthermore detailed. This generic design procedure is illustrated by the design of a tuner building block and followed by the description of appropriate measurements. Finally the capabilities of RF-MEMS based Impedance tuner issued from the state of the art are briefly reviewed and are followed by global conclusions.

The purposes of this chapter are then to give to the readers comprehensive informations on:

- The basics and applications of microwave and millimeterwave impedance tuners,
- The architectures of tuners,
- The implementation of tuner thanks to RF-MEMS technology,
- The design and characterization methodologies.

2. Basic definitions of Impedance Tuner

2.1 Applications and Basic definitions

Impedance matching is one of the key activities of microwave designers. Targeting maximum power transmission and/or low noise operation, impedance matching networks widely take place in all RF, microwave and millimeterwave systems. The corresponding design techniques are now well established and described in plenty of microwave books (Pozar, 2005; Collin, 2001).

For a decade, with the increase of microwave applications, requirements in term of system-reconfigurability have raised the level of complexity of circuits and especially of matching circuits. In addition to existing design constraints (detailed below), the ability of tunability without any loose of performances, and even with improved performances, has become mandatory. This is accomplished in conjunction with the use of new technologies to fulfill integration and increased frequency operation trends (Dubuc et al., 2004).
This actual trend gives rise to the development of new kinds of integrated microwave passive networks, which match/generate impedances with reconfigurable ability. Two major applications, presented in the Figure 1 and detailed below, take full benefit from these high performances and integrated circuits: (1) tunable matching networks in reconfigurable and smart RF-microsystem, and (2) impedances generators, which exhibit wide range of impedance values for devices characterization.

The Figure 1 (a) presents a reconfigurable front-end system, where impedance tuning circuits (referred in this chapter as impedance tuner or simply tuner) correspond to the key blocks in order to assure tunability under high efficiency operation (mainly high received-transmit power and low noise operation) (Rebeiz, 2003). For this application, the main features of such circuits may be listed as:

- the set of source and load impedances, which can be matched. This can be presented as the number of covered quadrants of the Smith Chart or simply by the impedance tuning range (both for the real and imaginary parts),
- the frequency bandwidth, as reconfigurability of operating frequency is concerned here,
- the insertion losses or the power efficiency of the tuner,
- the power handling capabilities,
- the DC –power consumption, as tunable-switchable elements are mandatory for tunability,
- the integration level.

As far as this last characteristic is concerned, an entire integrated system vision is considered in this chapter. This means that impedance tuners may be co-integrated with Integrated Circuits (IC). Tremendous consequences on potential applications may occur, such as the use of integrated impedance tuner for smart telecommunication systems or for millimeterwave instrumentation.

The massive integration of tuners within microsystems results in adaptative RF front-end, where functionalities can be reconfigured as well as operating frequencies (Qiao et al., 2005). The tuning capabilities of matching network gives rise to higher system efficiency and wider bandwidth. Moreover, on-wafer tuning can be also employed to compensate variations due to aging, temperature drift and unit-to-unit dispersion.
For instrumentation application, the integration of tuner circuits as close as possible to the device under test (DUT) also enlarges the measurements capabilities. The parasitic reduction in the test chain results in a rise of the maximum frequency operation: RF-MEMS tuners up to W-band have been successfully demonstrated (Vähä-Heikkilä et al., 2005). Moreover, the reduction of losses between the tuner and the DUT translates into an improvement of achievable VSWR often mandatory to provide an accurate modeling (Tagro et al., 2008). The Figure 1. (b) presents such systems: the tuners generate impedance loci featuring high impedance coverage under high frequency operation. Applications for noise or load-pull measurements can be envisioned.

2.2 Architecture of Impedance tuner

Impedance tuner architectures derive from fixed matching circuits. In this chapter, we focus on circuits able to operate in the microwave and millimeterwave domain, typically at frequencies above the X-band. Transmission lines-based circuits, which are more suitable at frequency higher than 6 GHz, are consequently discussed. Nevertheless, the next paragraph will be dedicated to semi-lumped tuner as tunability concept and expected performances can simply be introduced.

As far as lumped-elements solutions are concerned, such tuners are generally limited to 6GHz, but their associated concepts are very illustrative as they can be simply extended to all kinds of tuner. The figure 2 presents a generic reconfigurable impedance matching circuit (Pozar, 2005), which can be used as a tuner thanks to reconfigurable capacitors or inductors. Various solutions for elements’ tuning are also illustrated both for inductors and capacitors. Banks of digitally commuted elements correspond to an efficient way of tuning (Papapolymerou et al., 2003).

Tuning of only one element of the circuit described in figure 2 can result into a wide impedance/operating frequency tuning. The reconfigurable ability of a 4:1 impedance matching circuit has been investigated (Rebeiz, 2003). Variation of only 30 to 50% of $C_2$ ($L$ and $C_1$ are fixed) translates into 60 to 100% of the impedance variation (for a fixed frequency) or more than 100% of fractional bandwidth (compared with 10% bandwidth for fixed elements), for a fixed set of source and load impedances.
For X-band and above (up to W-band), tuner architectures mainly involve Transmission-Lines (TL) and varactors. This type of impedance tuner is based on well-known single-double-triple-stubs impedance matching’s architectures (Collin, 2001). The tuning were firstly realized using mechanical devices with either coaxial or waveguides structures, which results in cumbersome solutions requiring motors for automatic control. To integrate reconfigurable tuner, the tuning was then achieved thanks to switching elements and/or variable capacitors (diode and/or transistors), which commute or reconfigure the electrical length and/or the characteristic impedance of TL/stubs.

The figure 3. (a) presents a basic example of 3 switchable stubs featuring different electrical characteristics. To minimize the occupied space, electrical length of stubs can also be tuned with serial switches (figure 3. (b)) or shunt ones (figure 3. (c)). Reconfigurable stub can also be realized by using switchable loading capacitor at the end of the stub or distributed along (figure 3.(d)). In specific conditions, described in the paragraph 4 of this chapter, the periodic capacitive loading translates into a equivalent TL with tunable electrical length (and characteristic impedance). The figure 4 presents such a tunable distributed transmission line, which represents the key element for multiple stubs matching network.

PIN diodes, Field Effect Transistors or switchable capacitors (also named varactor : variable capacitor) can also be exploited to tune the impedance and/or electrical length of TL. The figure 5 (a) presents a periodically loaded TL, where reactive loading elements modify the TL-phase velocity and its characteristic impedance. This topology can serve as a matching network and consequently as a tuner with limited impedance coverage. It is however suitable for power applications. The RF-current carried through switched distributed
capacitors is indeed weaker than with any other architecture (such as described in figure 3), which results in improved power handling capabilities.

More advanced impedance coverage can be achieved thanks to the use of stubs: the more the numbers of stubs take place, the wider the impedance coverage and bandwidth become (Collin, 2001). The counterpart is nevertheless an increased occupied surface and then a rise of insertion losses. This is illustrated by the schematic of figure 5. (b), which presents a reconfigurable single stub using the same principle of operation of the TL described in figure 5. (a).

Fig. 5. PIN diode, Field Effect Transistors and varactor–based impedance tuners.

The bandwidth of a tuner is also an important feature, which impacts on its architecture. The bandwidth of a lumped matching network depends on the ratio of the impedances to match. Large difference in the values of source and load impedances translates indeed into a high resonant behavior and then low circuit’s bandwidth. This result can simply be pointed out with lumped circuits but is also true for distributed network.

One solution to enhance the bandwidth corresponds to use multistage transformers, for which the impedance ratio of each stage is divided by the number of stages. For TL-based-architecture, this multistage technique is built on “N-section Chebyshev impedance transformers” method for example (Collin, 2001; Pozar, 2005). As an illustration, thanks to lumped matching network as described in figure 2, the matching of impedances with a ratio of 4:1 results in a 10% fractional bandwidth for 1-stage and 30% thanks to 3-stages topology (Rebeiz, 2003). Of course, the tuning of elements can be applied in this case, not to tune the impedances to match but to improve the bandwidth (100% or more of the fractional bandwidth can be reached thanks to the tuning of the matching network). The price to pay is nevertheless an increase of the occupied surface and consequently the losses. This point limits the number of matching section to 2 or 3 stages depending on the requirements and chosen technology.

Another gain, that can be expected from multistage-tuner, corresponds to power capabilities. Increasing the bandwidth by a reduction of the resonant behavior of circuits indeed translates into a reduction of both current and voltage in the network. For fixed I-V constraints on devices and especially on RF-MEMS varactors, for which reliability highly depends on currents passing through and voltages across, the power can be raised. This explains why distributed TL, loaded with RF-MEMS varactors, corresponds to a good
candidate for high bandwidth tuner (Shen & Barker, 2005) and/or medium power applications (Lu et al., 2005). The next paragraph presents the RF-MEMS technology, which is particularly attracting for tuner integration because of the available reconfigurable devices and the high performances they exhibit (Rebeiz, 2003).

3. RF-MEMS Technology

The selection of a technology for tuner applications is motivated by the envisioned performances expected for the circuits inside the whole system. As integration is required to address attractive applications of reconfigurable front-end and advanced instrumentation systems, cumbersome rectangular waveguide solution with mechanical screw or ferrite for tunability is excluded. As far as high RF-performances is expected (the benefit from the integration of tuner should not be suppressed by a loose of performances), the tunability must reside in high quality components in term of:

- low losses, to reach high VSWR, high impedance coverage, low added noise and high power efficiency,
- high integration level, to assure a co-integration with active circuits and permit the integration of periodic loaded structures,
- low power consumption, as integration of tens of switches/varactors is required per matching network and tens of them per microsystems,
- high linearity to address load-pull applications as well as power amplifier matching ones.

The figure 6 presents these 4 performances for 3 different technologies which are suitable for tunability implementation: using PIN diodes or Field Effect Transistors (MMIC), using rectangular waveguide solutions which are generally based on the use of ferrite and finally the RF-MEMS technology, which corresponds to an excellent challenger for tuner application.

![Fig. 6. Achievable tuners’ performances vs technologies](image)

One of the key features of RF-MEMS resides in their high quality factors of the resulting varactors. As already discussed, the tuner’s topologies generally involve varactors and transmission lines and their losses greatly impact the overall insertion losses, more
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especially as the resonant behavior of circuits is intentionally high. The figure 7 illustrates the impact of capacitor quality factor and line dielectric losses on the insertion losses at 20GHz for a capacitively loaded stub (see the insert of the figure 7). It is then shown that quality factor of 30 or higher is mandatory for typical transmission line losses. This, once again, highlights the RF-MEMS devices, which generally exhibit quality factors greatly higher than 30, whereas it corresponds to the maximum value obtained thanks to MMIC varactors built with FET transistors.

![Figure 7](image-url)

Fig. 7. Impact of capacitor’s quality factor on the capacitively loaded stub insertion losses.

Numerous RF-MEMS-technologies have been developed all around the world to fulfill specific requirements (frequency operation, power handling, RF-performances, ...) (Rebeiz, 2003). The next two paragraphs present one of them, which has been developed at the LAAS-CNRS toward the integration of reconfigurable microwave passive networks over silicon active ICs (Grenier et al., 2005).

### 3.1 RF MEMS devices technology

- **1. Substrate isolation for IC compatibility**
- **2. Resistors formation**
- **3. RF line metallization**
- **4. Dielectric isolation**
- **5. Sacrificial layer and bridge metallization**
- **6. MEMS release**

![Figure 8](image-url)

Fig. 8. Process flow of RF MEMS devices
The RF-MEMS technology described in this chapter was specifically developed in order to fulfill the previously mentioned requirements in terms of IC compatibility, low losses, high isolation as well as medium power ability. The corresponding process flow is divided in six major steps, as illustrated in Fig. 8. It includes isolation from the lossy substrate, metallization for the RF lines and the mobile membrane, as well as a thin dielectric layer and integrated resistors.

First, a polymer layer of 15 μm thick is spin-coated on top of a silicon wafer. It provides an excellent isolation between the future MEMS devices and the substrate (Grenier et al., 2004), which may include ICs for complete reconfigurable systems integration (Busquere et al., 2006). This elevation from the substrate partly confines indeed the electrical fields into a lower loss tangent material instead of the lossy silicon. The polymer "Benzocyclobuten" from Dow Chemicals, which exhibits a loss tangent close to 2.10^-4 in the GHz range, is used. After its spin-coating, a polymerization procedure is realized at 250°C under nitrogen flow, during one hour.

An evaporated germanium layer is then patterned to realize integrated resistors. Other kinds of integrated resistors can be used such as silicon-chrome (Vähä-Heikkilä & Rebeiz, 2004-a). Nevertheless, Germanium material exhibits high value of resistivity (Grenier et al., 2007), which is in favor for low losses operation. Next step consists in the deposition of the RF lines metallization. In order to lower the metallic losses and also allow power handling through the MEMS devices, a high thickness of gold, 2 μm at least, is elaborated. Instead of an electroplating technique, which is particularly suitable for high metal thickness formation but suffers from roughness, a lift-off procedure is employed. The consequent minimization of the roughness enhances the contact quality between the metallic membrane and the MEMS dielectric and thus improves the accessible capacitive ratio.

In a fourth step, the MEMS dielectric of 0.25 μm thick is performed at 300°C by Plasma Enhanced Chemical Vapor Deposition (PECVD). After its delimitation by dry etching, a sacrificial layer is deposited and patterned. A specific care is given to this layer in order:

- to sustain the next technological steps,
- to obtain a flat MEMS bridge; several depositions and photolithographic steps are consequently required to take the RF lines relief into account,
- and to assure a good strength of the membrane anchorages.

As an air gap of 3 μm between the MEMS bridge and the central conductor of the RF line is targeted, the sacrificial layer is defined with such a thickness.

The metallic membrane is then obtained with two successive depositions: an evaporated gold layer of 0.2 μm, followed by an electroplated one of 1.8 μm. The evaporated metal, which exhibits important internal stress, is minimized to drastically decrease any risk of membrane's buckling. The gold bridge is then obtained with a classical wet etching.

The next and most critical step of the process consists in the release of the MEMS structure. It corresponds to the suppression of the sacrificial layer through chemical etching, followed by its drying.

Fig. 9 indicates the photography of a realized RF MEMS switch (which corresponds in fact to a varactor with a high capacitor ratio). This example includes a metallic membrane placed on top of a coplanar waveguide, with four membrane's anchorages and four integrated resistors. The bridge is composed of a central part, which assures the capacitor values, and two actuation electrodes located apart the line, which large surface decreases the required actuation voltage (close to 20-25 V generally) (Ducarouge et al., 2004).
Such a MEMS switch may be modeled with an RLC electrical schematic, which is embedded between two transmission lines, as illustrated in the drawing of

![Electrical model of the RF MEMS switch](image)

<table>
<thead>
<tr>
<th>Components</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lines: Z₀</td>
<td>48Ω</td>
</tr>
<tr>
<td>εᵣₑffective</td>
<td>3.085</td>
</tr>
<tr>
<td>Length</td>
<td>100µm</td>
</tr>
<tr>
<td>L&lt;sub&gt;MEMS&lt;/sub&gt;</td>
<td>28 pF</td>
</tr>
<tr>
<td>C&lt;sub&gt;MEMS&lt;/sub&gt; up</td>
<td>70 fF</td>
</tr>
<tr>
<td>down ratio</td>
<td>33</td>
</tr>
<tr>
<td>Q @ 20GHz up</td>
<td>&gt;100</td>
</tr>
<tr>
<td>down</td>
<td>28</td>
</tr>
<tr>
<td>R&lt;sub&gt;MEMS&lt;/sub&gt;</td>
<td>0.12 Ω</td>
</tr>
</tbody>
</table>

Table 1. Electrical model of the RF MEMS switch

![Photography of a classical RF MEMS switch](image)

Fig. 9. Photography of a classical RF MEMS switch

The R<sub>MEMS</sub> resistor corresponds to losses in the metallic membrane. The L<sub>MEMS</sub> inductor is due (1) to the connecting arms between the central part of the bridge and the actuation electrodes and (2) to the suspension arms of the membrane itself. The capacitor's value C<sub>MEMS</sub> depends of the state of the bridge and of the regarding surface. Its ratio in the "up" and "down" states is a good indicator about the contact quality of the MEMS switch and the corresponding technology.

As far as the access lines are concerned, they present a characteristic impedance close to 50 Ohm with an effective relative permittivity of 3 and a length of 100 µm. The achievable RF performances of such an RF MEMS switch are presented in Fig. 10 in both up and down states of the membrane. At 20 GHz, the insertion losses are close to 0.25dB (which include the contribution of the 200 µm long lines placed apart the membrane), whereas the isolation reaches 50 dB. The RF MEMS switch exhibits...
consequently very low losses and high isolation, with a capacitor ratio of 33. Power tests have demonstrated that such an RF MEMS may handle up to 1W during 30 millions of cycles in hot switching.

Fig. 10. Simulations and measurements of an elementary RF MEMS switch in (a) up and (b) down positions

A good agreement between modeling and measurements is achieved for both insertion losses (Fig. 10.a) and isolation (Fig. 10.b). These results validate the simple model used for the RF MEMS switch. A better fit at high frequency could however be reached if additional parasitic elements were considered, but it would highly complex the electrical model.

Depending on the technology, device architecture and targeted application, various reliability performances under low (in the milliWatt range) and medium (in the Watt range) power in hot or cold switching (the RF-power is on or off - respectively- during the MEMS switching) can be found in the literature. The reliability of RF-MEMS is actually one major concern (together with packaging issues) of the RF-MEMS researches. Considered solutions aims to optimize as much as possible the different parameters, which limits the lifetime of RF-MEMS devices/circuits such as:

1. the actuation scheme of the devices. The frequency and the duty cycle of the biasing voltage have a high impact on the MEMS reliability (Van Spengen et al., 2002; Melle et al., 2005),
2. the dielectric configuration, which is subject to charging. Some solutions to decrease the charging and/or enhance the discharging have already been proposed, such as adding holes (Goldsmith et al., 2007) or carbon-nanotubes (Bordas et al., 2007-b) in the dielectric for examples. In any case, dielectric charging is one major concern for high reliable RF-MEMS circuits,
3. the thermal effects in metal lines under medium RF-power. The consequent heat induces deformation of the mobile membrane (and even buckling), which results in mechanical failure (Bordas et al., 2007-a),
4. the electro-migration, as high current density, which is induced in metal line under medium RF-power, results in alteration of metallization and then alters the operation of the device.

As far as the elaboration of tuner is concerned, many identical MEMS structures are required to form the complete circuit. However, some technological dispersions during the fabrication of MEMS structures may not be totally avoided, especially the contact quality
between the metallic membrane and the MEM dielectric. Moreover as defined previously in (Shen & Barker, 2005), capacitive ratio of 2-5:1 are required. Consequently, new MEMS varactors, which integrate Metal-Insulator-Metal (MIM) capacitors, have been developed.

3.2 RF MEMS varactor and associated technology

Based on the previous RF-MEMS devices, MIM capacitors have been added. They are placed between the ground planes and the membrane anchorages, as indicated in Fig. 11. They present the high advantage of being very compact, contrary to Metal-Air-Metal (MAM) capacitors (Vähä-Heikkilä & Rebeiz, 2004-a), but at the detriment of quality factor due to additional dielectric losses.

![Fig. 11. Cross section view and photography of a RF MEMS switch with integrated MIM capacitors](image)

The precedent technological process flow has consequently been modified to integrate these MIM capacitors. Two additional steps are required. After the elaboration of the RF lines, the MIM dielectric (Silicon Nitride) is deposited by PECVD and patterned. A top metallization is realized by evaporation and delimited. The MEMS process restarts then with the deposition of the MEM dielectric and continue until the final release of the structure. Because of technological limitations, MIM capacitors have to present a value equal or higher than 126fF. The corresponding electrical model is slightly modified with the addition of a MIM capacitor, as shown in

<table>
<thead>
<tr>
<th>Components</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line (µm)</td>
<td>105</td>
</tr>
<tr>
<td>L_MEMS (pH)</td>
<td>23.5</td>
</tr>
<tr>
<td>CVAR(fF) up</td>
<td>110</td>
</tr>
<tr>
<td>down</td>
<td>500</td>
</tr>
<tr>
<td>R_MEMS (Ω) up</td>
<td>2</td>
</tr>
<tr>
<td>down</td>
<td>0.15</td>
</tr>
<tr>
<td>Q@ 20GHz up</td>
<td>36</td>
</tr>
<tr>
<td>down</td>
<td>106</td>
</tr>
<tr>
<td>CMIM(fF)</td>
<td>450</td>
</tr>
</tbody>
</table>

Table 2. Electrical model of varactor with MIM capacitors
The MIM capacitor's value corresponds to 450fF, which leads to varactor's values (MEM and MIM capacitors in serial configuration) of 110 and 500fF in the up and down states respectively. It results in a capacitive ratio of 4.5 (Bordas, 2008).

Vähä-Heikkilä et al. have proposed another solution for the reduction and control of the capacitor ratio. They used Metal-Air-Metal (MAM) capacitors with RF-MEMS attractors (see figure 12), which results in higher quality factor, as no dielectric losses appear in the MAM device. This results in a 150% improvement in the off-state quality factor, a value of 154 was indeed obtained at 20GHz (Vähä-Heikkilä & Rebeiz 2004-a) with MAM capacitors 100 times larger than MIM ones.

Despites these possible quality factors' improvements, quality factors higher or around 30-40 are sufficient to achieve low losses' tuners, as suggested by the figure 7. RF-MEMS devices are consequently well adapted to tuner applications (and more generally all reconfigurable applications) as they also exhibit:

1. Controllable and predictable capacitor ratios in the range of 2-5:1,
2. Medium power capabilities,
3. Compatibility with a system-on-chip approach,
4. Low intermodulation.

The next paragraph then presents an explicit method to design an RF-MEMS-based tuner.

4. RF-MEMS Tuner Design methodology: example of the design of a building block

4.1 Efficient Design Methodology

Thanks to the RF-MEMS-varactors and associated technology presented in the last paragraph, we propose to detail and illustrate an explicit design methodology of TL-based impedance tuner. The design and characterization of a basic building block of tuner: a single stub architecture, presented in the figure 13, is detailed and discussed. The investigated structure is composed of 3 TL sections: 2 input/output accesses and 1 stub. Each line is loaded by 2 switchable varactors. When the loading capacitance is increased, the line electrical length is increased and the matching is tuned. Reconfigurable varactors can be realizable thanks to a switch, which address 2 different capacitors, or by the association of fixed and tunable capacitors as illustrated in the figure 13.
The parameters, which have to be optimized, are:

- the MIM capacitor value: $C_{\text{MIM}}$ (we consider that the MEMS capacitor – without the MIM- is fixed by the technological constraints),
- the characteristic impedance of the unloaded line (without the varactors): $Z_0$,
- the spacing $s$ between the MEMS capacitor both for the input and the output lines and for the stub.

It follows such targets:

- an impedance coverage:
  1. as uniform as possible: target 1,
  2. providing high values of $|\Gamma|$ : target 2,
  3. providing also low values of $|\Gamma|$ : target 3,
- Technological feasibility (this limits some dimensions).

The target 3 is fulfilled when the characteristic impedance of the loaded line, with all MEMS in the up position (named $Z_{c,\text{up}}$) is close to 50Ω:

$$Z_{c,\text{up}} = 50\Omega$$

The first target is difficult to be analytically expressed. To circumvent this difficulty, we propose to consider that this target is reached if, for each tuner’s transmission line (TL), presented in the figure 14, the phase difference of the reflection scattering parameter ($S_{11}$) between the two MEMS states is 90°. Indeed, when a phase difference of 90° is reached for a TL, an half wise rotation is observed in the Smith Chart then leading to “a best impedance coverage”.

Fig. 13. Tuner’s Topology
To express this constraint, a parameter is introduced, which represents the two-states-difference of the normalized length of TL, regarding the wavelength:

$$\delta = \frac{l}{\lambda_{down}} - \frac{l}{\lambda_{up}}$$  \hspace{1cm} (2)

The impedance coverage will then be optimally uniform if:

$$\delta = 1/4$$  \hspace{1cm} (3)

After some mathematical manipulations, the proposed figure of merit can be expressed as a function of the designed parameters:

$$\delta = \frac{f\sqrt{\varepsilon_{r0}}}{c} \frac{2s}{\sqrt{\left(1 - R + RK_{up}\right)}} - \sqrt{K_{up}}$$  \hspace{1cm} (4)

where $K_{up} = (Z_0/Z_{c,up})^2$; $R$, $s$ and $\varepsilon_{r0}$ correspond to the capacitor ratio $C_{down}/C_{up}$, the spacing between varactors and the relative permittivity of the unloaded line respectively.

The design equation (4) then translates into an explicit expression of the capacitor ratio (then named $R_{opt}$), which permits to design the value of the MIM capacitors of the varactors:

$$R_{opt} = \frac{\left(\frac{f\sqrt{\varepsilon_{r0}}}{c} \frac{2s}{\sqrt{\left(1 - R + RK_{up}\right)}} - 1\right)_{up}}{RK_{up} - 1}$$  \hspace{1cm} (5)

$$B = \frac{f\sqrt{\varepsilon_{reff}}}{c} 2s$$  \hspace{1cm} (6)

The optimal value of the MIM capacitor is finally deduced from this optimal capacitor ratio of the varactor and the up-state value of the MEMS devices (without MIM capacitor):

$$C_{MIM, opt} \approx (R_{opt} - 1) \times C_{MEMS}^{up}$$  \hspace{1cm} (7)

This last expression assumes that the MEMS capacitor ratio is large enough compared with the one of the resulting varactor.
Finally, the target 2 is fulfilled when the down-state capacitor value of the varactor is sufficiently large to ‘short circuit the signal’, leading to the edge of the Smith Chart. As this value is already defined by the designed equation (4), the target 2 is optimized by tuning the $s$ value, which is -on the other side- constrained by the Bragg condition (Barker & Rebeiz, 1998) and the technological feasibility. The $s$ value will then be a parameter to optimize iteratively in order to reach the best compromise between “wide impedance coverage (i.e. equation (1) and (4)) and “technological feasibility”.

This procedure was applied to a single-stub tuner. Considering the RF-MEMS technology presented in the previous paragraph, the values summarized in the table 3 are reached after some iterations and totally defines the tuner of the figure 13.

| Transmission line Characteristic Impedance | $63 \Omega$ |
| MEMS capacitor (theoretical) | up | $70 \text{ fF}$ |
| | down | $4000 \text{ fF}$ |
| MIM capacitor | | $500 \text{ fF}$ |
| Total Capacitor | up | $60 \text{ fF}$ |
| | down | $450 \text{ fF}$ |
| Total Capacitor Ratio | | 7-8 |

Table 3. Values of the tuner’s parameters using the proposed methodology

4.2 Measured RF-Performances

The microphotography in figure 15 presents the fabricated single-stub tuner, whose electrical parameters are given in the table 3. The integration technology used has been developed at the LAAS-CNRS (Grenier et al. 2004; Grenier et al. 2005; Bordas, 2008) and, in order to integrate tuners with active circuits, the RF-MEMS devices were realized on silicon ($2k \Omega \cdot \text{cm}$) with a BCB interlayer of 15 $\mu$m.

![Micro-photography of the fabricated RF-MEMS single stub tuner](image)

The on-wafer 2-ports S parameters have been measured from 400 MHz to 30 GHz for the $2^6=64$ possible states. The DC feed lines for the varactors actuation have been regrouped and connected to an automated DC -voltages supplier through a probe card (see figure 16).
The measured and simulated (with Agilent ADS) $S_{11}$ parameters vs frequency, when all the MEMS devices are in the down position, are shown in fig. 17. This demonstrates the accuracy of the RF-MEMS technologies’ models over a wide frequency range.

The fig. 18 presents the measured and simulated impedance coverage at 10, 12.4 and 14GHz (64 simulated impedance values and 47 measured ones) with 50 $\Omega$ input and output terminations. There is a good agreement between the simulated and measured impedance coverage with high values of $|\Gamma_{\text{MAX}}|$ and VSWR parameters as 0.82 and 10 are respectively obtained at 14 GHz.

Fig. 16. Micro-photography of the fabricated tuner under testing

Fig. 17. Measured and simulated $S_{11}$ parameter, when all MEMS devices are in the down position

Fig. 18. Measured and simulated impedances coverage of the tuner at 10, 12.4 and 14 GHz

This result then validates the proposed design methodology as a wide impedance coverage is reached after the first set of fabrication.

In term of tunable matching capability of the resulting circuit, the figure 19 presents the input impedances of the fabricated tuner, when the output is loaded by 20 $\Omega$. The results demonstrate that the tuner is able to match 20 $\Omega$ on a 100 $\Omega$ input impedance (the 100 $\Omega$ circle is drawn in the Smith Chart of the figure 19). The corresponding impedance matching ratio of 5:1 is in the range of interest of a wide range of applications, where low noise or power amplifiers and antennas have to be matched under different frequency ranges.
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Fig. 16. Micro-photography of the fabricated tuner under testing

The measured and simulated (with Agilent ADS) S11 parameters vs frequency, when all the MEMS devices are in the down position, are shown in fig. 17. This demonstrates the accuracy of the RF-MEMS technologies' models over a wide frequency range.

The fig. 18 presents the measured and simulated impedance coverage at 10, 12.4 and 14GHz (64 simulated impedance values and 47 measured ones) with 50\(\Omega\) input and output terminations. There is a good agreement between the simulated and measured impedance coverage with high values of \(\|S\|_{\text{MAX}}\) and VSWR parameters as 0.82 and 10 are respectively obtained at 14 GHz.

This result then validates the proposed design methodology as a wide impedance coverage is reached after the first set of fabrication.

In term of tunable matching capability of the resulting circuit, the figure 19 presents the input impedances of the fabricated tuner, when the output is loaded by 20\(\Omega\). The results demonstrate that the tuner is able to match 20\(\Omega\) on a 100\(\Omega\) input impedance (the 100\(\Omega\) circle is drawn in the Smith Chart of the figure 19). The corresponding impedance matching ratio of 5:1 is in the range of interest of a wide range of applications, where low noise or power amplifiers and antennas have to be matched under different frequency ranges.

Fig. 17. Measured and simulated S11 parameters, when all MEMS devices are in the down position measured at 10 GHz measured at 12.4 GHz          measured at 14 GHz

simulated at 10 GHz          simulated at 12.4 GHz          simulated at 14 GHz

Fig. 18. Measured and simulated impedances coverage of the tuner at 10, 12.4 and 14 GHz

Fig. 19. Predicted input impedance coverage at 20 GHz. The output of the tuner is loaded by 20\(\Omega\).
5. Capabilities of RF-MEMS based tuner

The previous paragraph has presented an illustration of the design of an RF-MEMS-based tuner in Ku and K-bands. Although the considered structure was quite simple (1-stub topology), the measured performances in term of VSWR and impedance coverage was very satisfactory. Of course, the presented design methodology is very generic and can also be applied for the design of more complicated tuner architecture. The figure 20 presents a double and triple stub tunable matching network.

Fig. 20. RF-MEMS based tuner : double and triple stub architecture

Despite the drawbacks of such structures in terms of occupied surface and insertion losses, their impedance coverage and maximum VSWR feature improved values compare to single stub structures. The figure 21 illustrates typical results expected from double and triple stubs tuners and demonstrates the power of the design methodology presented in the paragraph 4 as well as the capabilities of RF-MEMS technologies for the implementation of integrated tuners with high performances. Excellent impedance coverage was indeed predicted as well as high value of reflection coefficient in all the four quadrant of the Smith-Chart.

Fig. 21. Predicted impedance coverage of a 9 bits (2 stubs) and 12 bits (3 stubs) RF-MEMS tuner

The simulations predict for both architectures a $|\Gamma_{\text{MAX}}|$ value of 0.95 at 20GHz, which corresponds to a VSWR around 40. Compared with MMIC-tuner, RF-MEMS architectures clearly exhibit improvement in term of achievable VSWR. In Ka-band, the losses of FET or Diode limit the VSWR of tuner to 20 (McIntosh et al., 1999; Bischof, 1994), whereas as for RF-
MEMS-technology-based tuners exhibit values ranging from 32 (Kim et al., 2001) to even 199 (Vähä-Heikkilä et al., 2007). It clearly points out the breakthrough obtained by using RF-MEMS technologies for microwave and millimeterwave tuner applications. Moreover, the demonstration of high RF-performances of RF-MEMS-based tuner have been successfully carried out:

1. on various architectures for:
   - 1-stub (Vähä-Heikkilä et al., 2004-c; Dubuc et al., 2008; Bordas, 2008; Vähä-Heikkilä et al. 2007),
   - 2-stubs (Papapolymerrou et al., 2003; Kim et al., 2001; Vähä-Heikkilä et al., 2005; Vähä-Heikkilä et al., 2007)
   - 3-stubs (Vähä-Heikkilä et al., 2004-b; Vähä-Heikkilä et al., 2005; Vähä-Heikkilä et al., 2007)
   - Distributed TL (Lu et al., 2005; Qiao et al., 2005; Shen & Barker, 2005; Lakshminarayanan & Weller, 2005; Vähä-Heikkilä & Rebeiz, 2004-a)

As anticipated (Collin, 2001), the VSWR rises when the number of stubs increases. The table 4 presents the $|\Gamma_{\text{MAX}}|$ and VSWR values for 1, 2 and 3-stubs RF-MEMS tuners. Value around 40 is achieved at 16 GHz for a 3-stub structure, which corresponds to a 100% improvement compare with a 1-stub network, but at the expense of 70% rise of the occupied surface.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>1- stub tuner</th>
<th>2- stub tuner</th>
<th>3-stub tuner</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\Gamma_{\text{MAX}}</td>
<td>$ @ 16 GHz</td>
<td>0,91</td>
</tr>
<tr>
<td>VSWR @ 16 GHz</td>
<td>21</td>
<td>28</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 4. $|\Gamma_{\text{MAX}}|$ and VSWR vs tuner architecture (Vähä-Heikkilä et al., 2007)

2. Over a wide frequency range from 4 to 115 GHz:
   - C-band (Vähä-Heikkilä & Rebeiz, 2004-a),
   - X-band (Vähä-Heikkilä & Rebeiz, 2004-a; Vähä-Heikkilä et al., 2004-b; Qiao et al., 2005),
   - Ku-band(Papapolymerrou et al., 2003; Vähä-Heikkilä et al., 2006),
   - K-band (Dubuc et al., 2008; Bordas, 2008; Shen & Barker, 2005),
   - Ka-band (Kim et al., 2001; Lu et al., 2005, Vähä-Heikkilä & Rebeiz, 2004-d),
   - U and V-band (Vähä-Heikkilä et al., 2004-c)
   - W-band (Vähä-Heikkilä et al., 2005)

One can notice that high values of $|\Gamma_{\text{MAX}}|$ and VSWR are generally achieved for high frequency operation. This is suggested by the datas reported in the table 5, which reports a tuner with an optimized impedance coverage at 16 GHz. At this frequency, a VSWR of 28 is measured, whereas at 30 GHz an impressive value of 199 is reported.
Table 5. $\Gamma_{\text{MAX}}$ and VSWR vs frequency for a 2-stubs tuner (Vähä-Heikkilä et al., 2007)

<table>
<thead>
<tr>
<th>Frequency</th>
<th>6 GHz</th>
<th>8 GHz</th>
<th>12 GHz</th>
<th>16 GHz*</th>
<th>20 GHz</th>
<th>30 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{\text{MAX}}$</td>
<td>0,95</td>
<td>0,94</td>
<td>0,91</td>
<td>0,93</td>
<td>0,96</td>
<td>0,99</td>
</tr>
<tr>
<td>VSWR</td>
<td>39</td>
<td>32</td>
<td>21</td>
<td>28</td>
<td>49</td>
<td>199</td>
</tr>
</tbody>
</table>

* Optimal impedance coverage of the Smith-Chart

A tradeoff between impedance coverage and high value of $\Gamma_{\text{MAX}}$ and VSWR then exists and both features need to be considered for fair comparison.

6. Conclusions

This chapter has presented the design, technology and performances of RF-MEMS-based tuners. Various architectures have been presented in order to give a large overview of tuner-topologies. An efficient and explicit design methodology has been explained and illustrated through a practical example. The authors have moreover outlined the potential of RF-MEMS technologies for different applications (tunable impedance matching between integrated functions within smart microsystems, wide impedance values generations for devices characterization) because of their ability for IC-co-integration, low losses performances and low distortion characteristics.
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1. Introduction

Monolithic microwave integrated circuits (MMIC) based on gallium nitride (GaN) high electron mobility transistors (HEMT) have the advantage of providing broadband power performance (Milligan et al., 2007). The high breakdown voltage and high current density of GaN devices provide higher power density than the traditional technology based on GaAs. This allows the use of smaller devices for the same output power, and since impedance is higher for smaller devices, broadband matching becomes easier.

In this chapter, we summarise the design procedure of broadband MMIC high power amplifiers (HPA). Although the strategy is quite similar for most semiconductors used in HPAs, some special considerations, as well as, experimental results will be focused on GaN technology.

Apart from design considerations to achieve the desired RF response, it is essential to analyse the stability of the designed HPA to guarantee that no oscillation phenomena arises. In first place, the transistors are analysed using Rollet's linear K factor. Next, it is also critical to perform nonlinear parametric and odd stability studies under high power excitation. The strategy adopted for this analysis is based on pole-zero identification of the frequency response obtained at critical nodes of the final circuit (Barquinero et al., 2007).

Finally, to avoid irreversible device degradation, thermal simulations are required to accurately predict the highest channel temperature and thermal coupling between transistors.

2. AlGaN/GaN HEMT Technology

First of all, MMIC GaN technology has to be evaluated. High power GaN devices operate at high temperature and high-dissipated power due to the high power density of performance. Therefore, the use of substrates with high thermal conductivity like the silicon carbide (SiC) is preferred.

GaN technological process is still immature and complex. However, gate lithography resolution lower than 0.2 μm and AlGaN/GaN epi-structures on 100-mm SiC substrates are already available (Milligan et al., 2007).
Wide band gap semiconductors such as GaN and SiC are very promising technologies for microwave high power devices. The advantages of these materials over conventional semiconductors, GaAs and Si, include high breakdown field (E_b), high saturation electron velocity (v_sat), and high thermal conductivity. GaN/AlGaN high electron mobility transistors (HEMTs) offer even higher power performance due to the higher carrier sheet density and the higher saturation velocity of the bidimensional electron gas channel (2DEG) compared to SiC metal semiconductor field effect transistors (MESFETs). The diagram in Fig. 1 summarizes GaN-HEMT properties and its benefits.

This technology has demonstrated a power density of 30 W/mm using devices with dimensions of 0.55x246 μm² at 4 GHz when biased at 120 V (Wu et al., 2004).

![GaN HEMT properties and benefits.](image)

In a HEMT the conduction channel is confined to the interface between two materials with different band gap. This region known as 2DEG has very few ionized impurities to scatter the electrons, resulting in a very high mobility device. AlGaN/GaN heterostructures have a high sheet carrier density in the 2DEG interface without intentional doping of the structure. The spontaneous and piezoelectric polarization effects are the key factors for the charge distribution in the AlGaN/GaN HEMT (Ambacher et al., 2000).

![AlGaN/GaN HEMT model.](image)
The model of a HEMT that shows the small-signal parameters and the 2DEG channel is depicted in Fig. 2. Source and drain ohmic contact, as well as Schottky gate can be observed. The gate voltage ($V_{gs}$) controls the current ($I_{ds}$) that flows between the source and the drain. When $V_{gs}$ reaches pinch-off voltage the electrons below the gate are depleted and no current can flow from drain to source.

Since AlGaN/GaN HEMTs for HPA applications work under high power conditions, nonlinear models have to be used to simulate the transistor performance. The success of the design depends on the precision of the model fitting. A widely used approach is based on Angelov analytical expressions (Angelov et al., 1992). The model parameters are extracted from load pull, S-parameters, and pulse IV measurements. For instance, the nonlinear current source is characterized fitting DC and pulsed IV-measurements. The voltage controlled gate-source and gate-drain capacitance functions ($C_{gs}$ and $C_{gd}$) are determined from bias dependent hot-FET S-parameter measurements. Finally, the parasitic elements of the HEMT model are extracted with cold-FET S-parameters measured from pinch-off to open channel bias conditions. The high temperature performance of GaN-HPAs demands the use of electro-thermal models (Nuttinck et al., 2003). Otherwise, power estimation will be too optimistic in CW operation.

The design methodology evaluated in this chapter is based on the experience reported by the design of several 2-6 GHz HPAs. The active devices used are 1-mm gate-periphery HEMTs fabricated using AlGaN/GaN heterostructures and gate length ($L_g$) technology of 0.5 μm from Selex Sistemi Integrati S.p.A foundry (Costrini et al., 2008) within Korrigan project (Gauthier et al., 2005). The HEMT cells consist of 10 fingers, each with a unit gate width ($W_g$) of 100 μm. The maximum measured oscillation frequency ($f_{max}$) of these transistors is about 39 GHz.

A considerable dispersion between wafers is still observed because of GaN technology immaturity. Table 1 shows the main characteristics (device maximum current $I_{dss}$, pinch-off voltage $V_P$, breakdown voltage $V_{bd}$, $C_{gs}$, sheet resistance $R_s$, and contact resistance $R_c$) of two wafers fabricated for the 2-6 GHz HPAs (wafer 1 and 2) and the wafer used for extracting the nonlinear electrical models (wafer 0) for the 1st-run designs. From the results in Table 1, an important deviation between the model and the measurements is expected. For instance, $C_{gs}$ mismatch will produce a poor S11 fitting.

<table>
<thead>
<tr>
<th>Wafer</th>
<th>$I_{dss}$ (mA/mm)</th>
<th>$V_P$ (V)</th>
<th>$V_{bd}$ (V)</th>
<th>$C_{gs}$ (pF/mm)</th>
<th>$R_s$ (Ω/sq)</th>
<th>$R_c$ (Ω/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wafer 0</td>
<td>972</td>
<td>-6.4</td>
<td>&gt;70</td>
<td>3.2</td>
<td>355</td>
<td>0.44</td>
</tr>
<tr>
<td>Wafer 1</td>
<td>794</td>
<td>-4.7</td>
<td>50</td>
<td>2.24</td>
<td>456</td>
<td>0.47</td>
</tr>
<tr>
<td>Wafer 2</td>
<td>567</td>
<td>-2.7</td>
<td>71</td>
<td>2.88</td>
<td>440</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 1. GaN wafers comparison.

Regarding passive technology, the foundries provide microstrip and coplanar models for typical MMIC components such as transmission lines, junctions, inductors, MIM capacitors and both NiCr and GaN resistors.

3. Design

The design process of a broadband HPA is described in this section. Special attention should be paid on broadband matching network synthesis and device stability.
3.1 Amplifiers Topology
The first step in an HPA design is to choose the most appropriated topology to fulfil design specifications. Single or multi-stage topology will be used depending on the gain target. In order to achieve high output power, several devices must be combined in parallel. The classical combination topologies are the balanced and the corporate HPA. Balanced structures are made with $\lambda/4$-lines, which become quite large in designs below X-band. Furthermore, multi-stage approach for broadband design will enlarge the circuit even more. On the other hand, the corporate topology based on two-way splitters seems to be a more versatile solution for broadband designs. It can be designed with compact lumped broadband filters in frequencies below X-band while transmission lines can be used at higher frequencies.

![Two-stage corporative topology amplifier](image)

Fig. 3. Two-stage corporative topology amplifier.

The two-stage corporative topology, such as the one in Fig. 3, is widely used to design HPAs, because it offers a good compromise between gain and power. Note that the first stage consists of two unit cells which drive the output stage, composed of four equal cells. This power amplifier has three matching networks: input-, inter-, and output-stage. The labels displayed in Fig. 3 represent the loss of each matching network ($L_i$), the number of combined cells ($N_i$), the power added efficiency ($PAE_i$), the gain ($G_i$), and the output power ($P_i$) at the $i^{th}$-stage.

Output stage loss, $L_3$, is critical to the HPA output power ($P_{\text{out}}=N \cdot P_{\text{HEMT}} \cdot L_3$). Besides, network loss has to be minimised mainly in the output network, because it is essential to maximise power added efficiency ($PAE_{\text{total}}$). Equation (1) is used to calculate $PAE_{\text{total}}$ of a corporative topology with $2^n$ transistors at the output stage. The representation of equation (1) in Fig. 4 confirms the higher influence of $L_3$ in $PAE_{\text{total}}$.

\[
PAE_{\text{total}} = \frac{PAE_1 P_{\text{HEMT}} L_1 L_2 G_1 G_2 - 1}{PAE_1 L_1 L_2 G_1 G_2 - 1 + PAE_2 L_2 G_2 - 1}
\]
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Fig. 3. Two-stage corporate topology amplifier.

The two-stage corporate topology, such as the one in Fig. 3, is widely used to design HPAs, because it offers a good compromise between gain and power. Note that the first stage consists of two unit cells which drive the output stage, composed of four equal cells. This power amplifier has three matching networks: input-, inter-, and output-stage. The labels displayed in Fig. 3 represent the loss of each matching network ($L_i$), the number of combined cells ($N_i$), the power added efficiency (PAE$_i$), the gain ($G_i$), and the output power ($P_i$) at the $i$th-stage.

Output stage loss, $L_3$, is critical to the HPA output power ($P_{out} = N \cdot P_{HEMT} \cdot L_3$). Besides, network loss has to be minimized mainly in the output network, because it is essential to maximize power added efficiency (PAE$_{total}$). Equation (1) is used to calculate PAE$_{total}$ of a corporate topology with $2^n$ transistors at the output stage. The representation of equation (1) in Fig. 4 confirms the higher influence of $L_3$ in PAE$_{total}$.

$$P_{dis} \approx P_{out} \cdot ((PAE_{total})^{-1} - 1)$$

High efficiency operation is especially important for power devices, because thermal issues can degrade the amplifier performance. Dissipated power ($P_{dis}$) is inversely proportional to the HPA efficiency, see equation (2).

$$\Delta T = P_{diss}R_{th}$$

3.2 Unit transistor cell

The unit transistor cell size selection is based on a compromise between gain and power, because large devices have higher power, but lower gain (Walker, 1993). Moreover, input and output impedances decrease for larger devices, making the design of broadband matching networks difficult. The lack of power of small devices can be solved by combining several devices in parallel. It is worth noting that the complexity of the design increases with the number of cells to be combined.

Once the transistor size is selected, the available unit cells have to be evaluated at different bias operating conditions (Snider, 1967). The optimum operation class of a power amplifier depends on the linearity, efficiency or complexity of the design specifications. In the conventional operation classes, A, B, AB and C, the transistor works like a voltage controlled current source. On the contrary, there are some other classes, such as D, E and F, where amplifier efficiency improves by working like a switch. In the diagram of Fig. 5, different operation classes have been represented, indicating the IV-curves, the load-lines and the
conduction angle ($\Phi$) of each one. The conduction angle defines the time that the transistor is in the on-state.

Fig. 5. HPA bias operation classes.

The maximum drain efficiency ($\eta = P_{out}/P_{dc}$) and the maximum output power of a transistor versus the conduction angle can be calculated under ideal conditions, as shown in Fig. 6, where the knee voltage ($V_k$) is assumed to be 0 V and RF compression is not considered. This representation shows that drain efficiency is inversely proportional to $\Phi$, and that output power is almost constant between class AB and class A. Class-AB operation quiescent point at 30% $I_{max}$ provides simultaneously maximum power and a considerable high drain efficiency, therefore this seems to be an optimum bias point.

Fig. 6. Output power and drain efficiency versus the conduction angle ($\Phi$) calculated for $V_{ds}=25V$ and $I_{max}=850mA$. 
Given an operation class, the RF power drive determines the actual drain efficiency. Efficiency and linearity are opposite qualities. Therefore, a compromise has to be assumed depending on the HPA design application.

3.3 Unit cell stabilization

An in-depth analysis of the stability is necessary to guarantee that no oscillation phenomena arise. Firstly, the transistors are analysed using the classical approach for linear stability based on the Rollet’s (Rollet, 1962) formulas over a wide frequency band. This theorem stands that the transistor is unconditionally stable if the real part of the impedance at one port is positive (\(\text{Re}(Z_{ii}) > 0\)) for any real impedance at the opposite port. The Rollet’s K factor as a function of the two-port network inmitance parameters (\(y_{ii} = Z_{ii} = Y_{ii}\)) is the following:

\[
K = \frac{2\text{Re}(y_{11})\text{Re}(y_{2}) - \text{Re}(y_{12}y_{21})}{\left|y_{12}y_{21}\right|} > 1
\]

The easiest way to increase K to achieve \(K > 1\) is increasing the input impedance of the transistor. This can be done by adding a frequency dependent resistance (\(R_{\text{stab}}\)) at the transistor input port: \(Z_{11} = Z_{11} + R_{\text{stab}}\). Stability can also be improved with a resistor at the transistor output, but this would reduce the maximum output power. The series stabilization resistance can be calculated from equation (5).

\[
R_{\text{stab}} = \frac{K|Z_{12}Z_{21}| + \text{Re}(Z_{12}Z_{21})}{2\text{Re}(Z_{22})} - \text{Re}(Z_{11})
\]  

Another useful way to write \(R_{\text{stab}}\) is as a function of the small-signal parameters of the transistor:

\[
R_{\text{stab}} = \frac{2\omega C_{ds} C_{gs}(K - 1) + C_{gd} g_{m} K}{2\omega C_{gd} g_{m} (C_{gd} + C_{gs})}
\]

Parallel RC networks in series with the transistor gate make it possible to synthesize \(R_{\text{stab}}\) in a wide frequency band, see Fig. 7.

![Fig. 7. Stabilization parallel RC networks in series with the transistor gate.](image)
As an example, we take an unstable transistor (K<1) at frequencies under 12.5 GHz. The ideal stabilization resistance to make this transistor unconditionally stable (with K=1.2) at any frequency is plotted in Fig. 8 (left). In the same plot, the $R_{\text{stab}}$ traces obtained with two different RC networks have been included. The new K factor ($K_{\text{new}}$) recalculated taking into account the cascade of the series RC networks and the transistors are represented in Fig. 8 (right).

![Figure 8](image1.png)

**Fig. 8.** $R_{\text{stab}}$ and $K_{\text{new}}$ calculated with an ideal network for $K=1.2$ and two different RC networks.

RC networks cannot be used to stabilize a transistor at low frequencies because the resulting resistor becomes too large or the capacitor too small to be feasible in MMIC technology. Therefore, off-chip stabilization networks are sometimes required to avoid the use of big components in the chip. Another solution is to add a parallel resistor ($R_p$) in the internal stabilization network. This resistor can be included in the gate bias path ($L_b$) as depicted in Fig. 9. $L_b$ should be chosen high enough to have no influence in the frequency band of the design.

![Figure 9](image2.png)

**Fig. 9.** Combination of a parallel RC networks in series with the transistor and a parallel resistor in the bias path to achieve unconditional stability at any frequency.

In Fig. 10 it is shown the comparison between $K_{\text{new}}$ calculated with the series RC network of Fig. 7 and the network of Fig. 9 that combines a series and a parallel resistor. The last solution makes the transistor unconditionally stable even at low frequencies.

![Figure 10](image3.png)
As an example, we take an unstable transistor (K<1) at frequencies under 12.5 GHz. The ideal stabilization resistance to make this transistor unconditionally stable (with K=1.2) at any frequency is plotted in Fig. 8 (left). In the same plot, the $R_{\text{stab}}$ traces obtained with two different RC networks have been included. The new $K$ factor ($K_{\text{new}}$) recalculated taking into account the cascade of the series RC networks and the transistors are represented in Fig. 8 (right).
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RC networks cannot be used to stabilize a transistor at low frequencies because the resulting resistor becomes too large or the capacitor too small to be feasible in MMIC technology. Therefore, off-chip stabilization networks are sometimes required to avoid the use of big components in the chip. Another solution is to add a parallel resistor ($R_p$) in the internal stabilization network. This resistor can be included in the gate bias path ($L_b$) as depicted in Fig. 9. $L_b$ should be chosen high enough to have no influence in the frequency band of the design.

Fig. 9. Combination of a parallel RC network in series with the transistor and a parallel resistor in the bias path to achieve unconditional stability at any frequency.

In Fig. 10 it is shown the comparison between $K_{\text{new}}$ calculated with the series RC network of Fig. 7 and the network of Fig. 9 that combines a series and a parallel resistor. The last solution makes the transistor unconditionally stable even at low frequencies.

Fig. 10. $K_{\text{new}}$ obtained with a single RC network and with the combination of an RC network and a parallel resistor at the gate bias path.

As Fig. 8 shows, the stabilization networks introduce dissipative loss decreasing with frequency, what also contributes to compensate the device gain slope. The maximum available gain (MAG) after stabilization is obtained as:

$$MAG = \left| \frac{Z_{21}}{Z_{12}} \right| \left( K_{\text{new}} - \sqrt{K_{\text{new}}^2 - 1} \right)$$

(7)

The comparison between the original MAG of the transistor and the MAG obtained with the proposed stabilization networks is shown in Fig. 11.

Fig. 11. Comparison of the transistor MAG without any stabilization network and with both a single RC network and the combination of an RC network and $R_p$.

RC networks are also used to prevent parametric and out-of-band oscillations (Teeter et al., 1999).
3.4 Networks synthesis

The HPA matching networks (input-, inter-, and output-stage) are synthesized from filter theory and implemented with both lumped elements and transmission lines. These networks are designed to provide optimum impedances at the transistor output and conjugated matching at its input, as well as, matching the HPA input and output to $50\ \Omega$. Stabilization networks and DC bias networks have to be included and considered in the synthesis process.

Fig. 12. Two-stage HPA design process.

Two different strategies can be followed in the HPA design as indicated in the diagram in Fig. 12; in the first solution, the transistor and the gain equalization network are considered a single block and the matching networks have to be designed with a flat frequency response. This approach is easily adopted when the stabilization network introduces frequency dependent loss. In the second solution, gain compensation is performed by the inter-stage matching network.

The following steps describe the HPA design process:

- Firstly, the transistor optimum loads for maximum power ($Z_{2\text{opt}}$) are calculated using load-pull techniques. The most precise method to obtain the optimum loads is by means of load-pull measurements. However, load-pull measurement equipment is expensive and, the measurement process could be tedious and long for broadband design, because many load measurements are required. If nonlinear models of the transistor are available, load-pull simulation could be done in CAD simulators. The accuracy of this option depends on the precision of the nonlinear models. When only the transistor lineal-model and the IV-curves are available, the load-pull contours have to be estimated by the Cripps method (Cripps, 1983).

- Next, the output-stage network has to be designed. This network transforms $Z_{2\text{opt}}$ to the $50\ \Omega$ impedance of the HPA output-port and combines the power of the 2nd-stage transistors. The drain DC-bias is included in this network and it is done through a parallel inductance of a value calculated to provide the imaginary part of $Z_{2\text{opt}}$ at the design centre frequency. Network loss ($L_3$) must be minimised, mainly in this output-stage because it is critical to maximise power and PAE.
The HPA matching networks (input-, inter-, and output-stage) are synthesized from filter theory and implemented with both lumped elements and transmission lines. These networks are designed to provide optimum impedances at the transistor output and conjugated matching at its input, as well as, matching the HPA input and output to $50\,\Omega$.

Stabilization networks and DC bias networks have to be included and considered in the synthesis process.

Two different strategies can be followed in the HPA design as indicated in the diagram in Fig. 12; in the first solution, the transistor and the gain equalization network are considered a single block and the matching networks have to be designed with a flat frequency response. This approach is easily adopted when the stabilization network introduces frequency dependent loss. In the second solution, gain compensation is performed by the inter-stage matching network.

The following steps describe the HPA design process:

1. Firstly, the transistor optimum loads for maximum power ($Z_{2\text{opt}}$) are calculated using load-pull techniques. The most precise method to obtain the optimum loads is by means of load-pull measurements. However, load-pull measurement equipment is expensive and the measurement process could be tedious and long for broadband design, because many load measurements are required. If nonlinear models of the transistor are available, load-pull simulation could be done in CAD simulators. The accuracy of this option depends on the precision of the nonlinear models. When only the transistor linear-model and the IV-curves are available, the load-pull contours have to be estimated by the Cripps method (Cripps, 1983).

2. Next, the output-stage network has to be designed. This network transforms $Z_{2\text{opt}}$ to the $50\,\Omega$ impedance of the HPA output-port and combines the power of the 2nd-stage transistors. The drain DC-bias is included in this network and it is done through a parallel inductance of a value calculated to provide the imaginary part of $Z_{2\text{opt}}$ at the design centre frequency.

3. Later, the inter-stage network loads are calculated; firstly, the input impedance of the second-stage transistors loaded with the output-stage network ($Z_{2\text{in}}$); secondly, the optimum loads for maximum gain at the first-stage transistors ($Z_{1\text{opt}}$). It is important to calculate the impedances at the expected high power working conditions.

4. Finally, the input-stage network is designed to match the HPA-input of $50\,\Omega$ to the first-stage transistors input ($Z_{1\text{in}}$). In this case, the input impedance of the transistors is also calculated loading them with the inter- and output-stage networks.

The matching networks can be designed as two-port networks. Anyhow, it is worth noting that the input impedance has to be scaled by the number of transistors to be combined ($N$). Then, the network can be transformed into a $(N+1)$-port network. The transformation is done by dividing the two-port network in different sections and scaling them depending on the branching level in the power combination (or division) network. Fig. 13 shows a diagram where the transformation process is schematized.

4. Global stability analysis

Multistage HPAs are prone to parametric oscillations that are function of the input-power drive. The origin of these instabilities is the nonlinear capacitance of the transistor input impedance, which varies with the input-drive. Odd-mode oscillations are also frequent due to the presence of multiple active elements and the circuit symmetry. Subharmonic oscillations at $f_{\text{in}}/2$, where $f_{\text{in}}$ is the input signal frequency, are very common in transistors due to the nonlinear capacitance nature. However, spurious oscillations at non-harmonically related frequency $f_s$ are also observed.

Two-port network techniques cannot be applied for HPA stability analysis due to the existence of multiple feedback loops. The standard harmonic-balance (HB) simulators used...
for HPA design do not include tools for high-power stability analysis either. Fortunately, there are several techniques that perform a nonlinear stability study based on the circuit linearization around the large-signal steady state obtained with HB. The method proposed by Mons (Mons et al., 1999) is rigorous and complete, but it requires the verification of the Nyquist stability criteria for every nonlinear element, what becomes tedious in complex circuits. From the design process point of view, faster stability analysis is preferred. Therefore, it is proposed a technique based on the insertion of an external small-signal perturbation in a circuit node. This way, it is possible to obtain the closed-loop transfer function provided by the impedance calculated at the observation node in a certain frequency range. Pole-zero identification of the resultant transfer function is used to verify the stability of the circuit (Jugo et al., 2003). This study can be done in both small-signal and large-signal conditions. Different observation nodes must be considered to ensure the detection of masked instabilities, because of pole-zero cancellation in certain nodes. At least, an analysis per each HPA stage is required. Parametric simulations at different working conditions are advisable to see the evolution of critical poles. If any complex conjugated poles cross to the right half plane an oscillation is detected.

In circuits with N active devices, N modes of performance coexist. There are N-1 odd-modes and one even-mode simultaneously. For instance, in the second-stage of the HPA in Fig. 3, three odd-modes and one even-mode coexist. However, due to the symmetry, two odd-modes are equivalent, so only the odd-modes [+ - + -] and [+ + - -], and the even-mode [+ + + +] have to be studied. Using different perturbation configurations, the stability of each mode can be determined by means of the pole-identification technique. Instead of a single perturbation generator, one generator at the input of each transistor is introduced and the phase of the perturbation signals is shifted 180° depending on the excitation mode (Anakabe et al. 2005).

In Fig. 14, the frequency responses of an even-mode (left) and an odd-mode [+ - + -] (right) are depicted. Both responses have been obtained at the same operating conditions ($P_{in}=19$dBm, $f_{in}=4$GHz, $V_{ds}=26$V and $V_{gs}=-4.2$V), and it can be seen that the odd-mode presents a resonance at $f_{in}/2$ that indicates the presence of a possible subharmonic oscillation. This means the transfer function may have poles with positive real part.

![Fig. 14. Closed-loop transfer function calculated with even-mode [+ + + +] (left) and odd-mode [+ - + -] (right) excitation. The HPA operation conditions are $P_{in}=19$dBm, $f_{in}=4$GHz, $V_{ds}=26$V and $V_{gs}=-4.2$V](image)
Once an oscillation is found, the instability margin has to be determined through a parametric study about the critical operation conditions. Frequency and power of the input signal, as well as the HPA DC-bias (V_{ds} and V_{gs}) are common parameters that affect stability. The evolution with frequency and V_{ds} of the poles at f_{in}/2 corresponding to the frequency response in Fig. 14 are represented in Fig. 15. The HPA is unstable between 3.97 GHz and 4.03 GHz at V_{ds} = 26 V.

![Fig. 15. Evolution of the poles at f_{in}/2 versus V_{ds} (left) and f_{in} (right). The HPA initial operation conditions are P_{in}=19dBm, f_{in}=4GHz, V_{ds}=25V and V_{gs}=-4.2V](image)

Once the stability nature has been determined, the HPA circuit has to be corrected to avoid oscillations that may invalidate the design. Usually, the instability is cancelled using notch filters (like RC networks (Teeter et al., 1999)) at the oscillation frequency or resistors to add loss in the oscillation feedback loop. For instance, resistors between the transistors (R_o) can be added to prevent odd-mode oscillations, see Fig. 16.

![Fig. 16. Resistors to prevent odd oscillations.](image)

## 5. Thermal characterization

Thermal characterization with different techniques is of crucial interest in GaN-HPAs, because it is still necessary to analyze the influence of the high power dissipated in this leading technology (Nuttinck et al., 2003). Thermal resistances, R_{th}, at different working conditions can be calculated with commercial software like COMSOL Multiphysics (FEMLAB) or Ansys. The simulations can be performed for the unit transistor cell to obtain the maximum channel temperature (T_{chann}).
or for the final HPA to characterize the thermal coupling between the transistors. Fig. 17 shows the thermal resistance of a unit transistor cell of 1mm, and the results for an HPA with 8x1mm transistors at the output-stage. The simulation has been performed in ideal conditions and taking into account the real mounting fixture of the device on a cooper carrier.

![Fig. 17. Comparison between the simulated thermal resistance of a 1mm-transistor and of an HPA with 8x1mm transistors at the output-stage, in ideal and real mounting conditions.](image)

\[ R_{th} \text{ in the range of } 13.5 \, ^\circ\text{C}/\text{W has been obtained at } 6\text{W dissipated power (}P_{\text{dis}}\text{) for the ideal mounting of the 1mm-transistor. From these calculations, an estimated gradient (}\Delta T\text{) around } 81\, ^\circ\text{C is expected between the channel and the backside temperature. However, the real assembly increases } R_{th} \text{ to } 32 \, ^\circ\text{C}/\text{W, which means a temperature gradient of } 192 \, ^\circ\text{C. Thus, we see that a test fixture mounted on a cooling platform is necessary in order to provide the amplifier with a proper heat dissipation system.}

6. Broadband HPA examples

Two fully monolithic broadband HPAs with an output-stage active periphery of 4 mm and 8 mm are presented in the photos of Fig. 18. They have been fabricated at Selex Sistemi Integrati S.p.A.

![Fig. 18. Photograph of the 4 mm (left) and 8 mm (right) HPAs. The chip size is 6.6x3.7 mm\(^2\) and 6.6x6.0 mm\(^2\), respectively.](image)

Several MMIC HPAs were characterized in CW and pulsed conditions. All chips were tested at drain-source voltage, \( V_{\text{ds}} \), from 20 to 25 V and \( I_d = 30\% I_{\text{max}} \).
Typical measured small-signal gain and input return loss of the 4 mm-HPA are shown in Fig. 19. Over the 2-6 GHz frequency range, gain was about 18 dB and the input return loss was lower than -7 dB. Simulated results are also shown for comparison. Mismatch between simulated and measured input return loss exists because the transistor model was extracted from a previous wafer and the technological process is still in development.

![Fig. 19. Comparison of gain and input return loss measurements and simulation of the 4mm-HPA.](image)

Pulsed and CW characterization of the 8mm-HPAs from two different wafers (see Table 1) at 4.5 GHz and $V_{ds}=25$V are shown in Fig. 20. The pulsed measurements were performed with short pulses of 20 μm length and 1% duty cycle. The HPA from Wafer 1 exhibited higher output power in pulsed-mode, whereas the power capacity in CW is similar. Saturation power is about 15 W in CW with better than 20% PAE and, reaching 26 W and 25% in pulsed-mode.

![Fig. 20. CW and pulsed output power and PAE versus input power of the 8mm-HPA from Wafer 1 and Wafer 2 at 4.5 GHz, $V_{ds}=25$ V and 30%loss.](image)
Typical broadband performance of both 4mm-HPA and 8mm-HPA in CW and pulsed-mode is shown in Fig. 21. Pulsed measurements in the lower frequency band are not available because the set-up works above 3 GHz. The 4mm-HPA has greater than 40 dBm (2.5 W/mm) output power in 50% of the band in CW, and greater than 41.4 dBm (3.5 W/mm) in pulsed conditions. On the other hand, the 8mm-HPA delivers 41.2 dBm (2 W/mm) in CW and 44 dBm (3.5 W/mm) in pulsed-mode. Thermal problems are more significant for the 8mm-HPA in CW.

To characterise the power degradation due to thermal heating, the HPAs have been measured in pulsed-mode at different duty cycles and pulse lengths. The duty cycle has higher influence than the pulse length in the HPA performance. The results of this analysis with a pulse length of 100 μs are depicted in Fig. 22. The output power and PAE at V_d=20 and 25 V are shown for both HPAs. As expected, the power and efficiency degradation is higher for the 8mm-HPA. This device losses approximately 40% of the power capacity from 1% to 50% duty cycle, while the 4mm-HPA falls only 30%.

There is still margin to increase CW power if the test-jig is improved to reduce its thermal resistance.

![Graph](image)

Fig. 21. CW and pulsed output power versus frequency of both 4mm-HPA and 8mm-HPA at V_d=25 V and 30% I_{DSS}.

![Graphs](image)

Fig. 22. Output power and PAE versus duty cycle of both 4mm-HPA and 8mm-HPA. Measurements with pulses of 100 μs length at V_d =20, 25 V and 30% I_{DSS}.
7. Conclusion

This chapter makes a brief introduction of the GaN-HEMT technological process development. Based on this technology, it is established a design procedure for broadband high power amplifiers. The design is focused on the synthesis of the matching and stabilization networks of a two-stage amplifier. It is highlighted the need for nonlinear stability analysis to avoid parametric and odd-mode oscillation. Thermal characterization is also critical due to the high power dissipated in high power GaN devices. Finally, we present the analysis of results of two broadband HPA demonstrators.
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1. Introduction

Shared building blocks and power are required for the coexistence of a dual-band multimode wireless local area network and a mobile communication system. Therefore dual-passband bandpass filters have become key components at the front end of a concurrent dual-band receiver. There are several studies on dual-passband filters [1-9]. With sharper passband skirt, lower insertion loss and better selectivity may be resulted in the Zolotarev bandpass filters [1]. In [2], the dual-band filter is constructed with two parallel sets of filters. The frequency-selective resonators [3-6], stepped-impedance resonators [7, 8] and coupled resonator pairs [9] are also employed to design dual-passband filters.

In this article, we use low-temperature co-fired ceramic [10-15] technology to implement the three-dimensional (3D) multi-passband bandpass filters. Figure 1 shows the architecture of the proposed multi-passband bandpass filter, which is composed of multi-sectional short-circuit transmission lines and connected transmission lines. These transmission lines can be transferred individually to multilayered structure. Moreover, the short-circuit transmission lines may make more obvious isolation between passbands [16-18]. As a result, the proposed filter with controllable multiple passbands can be easily achieved by properly choosing the impedance and electrical length of each short-circuit transmission line and the connected transmission line.

2. Equivalent for filter synthesis

The immittance inverter [19] is adopted in this article to analyze the proposed filter. The transformed circuit of a transmission line shown in Fig. 2 can be utilized in the \( n \)-ordered multi-passband bandpass filter. Moreover, the transformed admittance inverter of the transmission line can be expressed as

\[
J_i = Y_i \csc \theta_i
\]

(1)

where \( Y_i \) and \( \theta \) are the corresponding admittance and electrical length of the transmission line, respectively.
Fig. 1. Architecture of the proposed bandpass filter with multiple controllable passbands

By substituting the transformed transmission lines into the architecture in Fig. 1, the equivalent circuit of the proposed \( n \)-ordered multi-passband bandpass filter can be obtained as Fig. 3. The susceptance and its slope parameter are, respectively, given by

\[
B_i(f) = -\frac{1}{X_m(f)} Y_{i-1} \cot\left(\frac{f}{f_1}\right) - Y_i \cot\left(\frac{f}{f_1}\right), \quad \text{for} \quad i = 1, \ldots, n
\]

(2)

\[
b_i(f) = \frac{f}{2} \frac{\partial B_i}{\partial f}, \quad \text{for} \quad i = 1, \ldots, n \quad \text{and} \quad r = 1, \ldots, m
\]

(3)

where \( f_r \) is the central frequency of the \( r \)th passband with the corresponding fractional bandwidth \( \Delta_n \), and

\[
X_j(f) = \begin{cases} 
Z_{m} \tan\left(\frac{f}{f_1}\theta_{m}\right), & \text{for} \quad j = 1 \\
X_{m, j-1}(f) + Z_{m, j-1} \tan\left(\frac{f}{f_1}\theta_{m, j-1}\right), & \text{for} \quad j = 2, \ldots, m \\
Z_{m, j-1} - X_{m, j-1}(f) \tan\left(\frac{f}{f_1}\theta_{m, j-1}\right), & \text{for} \quad j = 2, \ldots, m
\end{cases}
\]

(4)

Moreover, in order to match system’s impedance, 50 \( \Omega \), the input/output \( J \)-inverter \( J_{01} \) and \( J_{n,n+1} \) need to be set as 0.02.
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As extremely complex procedures are required for generalized formulas to synthesize the proposed multi-passband bandpass filter, only formulas for dual-passband filter synthesis are provided in detail. On the other hand, design examples of the triple- and quadruple-passband filters are offered without detailed equations.

3. Design of the dual-passband filter

To design the dual-passband filters, \( m = 2 \) should be selected. \( \Delta_1 \) and \( \Delta_2 \) are the corresponding fractional bandwidths of the first and second passband’s central frequency, \( f_1 \) and \( f_2 \), respectively. The susceptances and their slope parameters are, respectively, given by

\[
B_i(f) = \frac{Y_i \tan \left( \frac{f}{f_i} \theta_1 \right) \tan \left( \frac{f}{f_i} \theta_2 \right) - Y_{i+1}}{Y_i \tan \left( \frac{f}{f_i} \theta_1 \right) + Y_{i+1} \tan \left( \frac{f}{f_i} \theta_1 \right)} - Y_{i+1} \cot \left( \frac{f}{f_i} \theta_{i+1} \right) - Y_i \cot \left( \frac{f}{f_i} \theta_i \right), \quad \text{for} \quad i = 1, \ldots, n
\]

\[
b_i(f) = \frac{f}{2} \frac{\partial B_i}{\partial f}
\]

where

\[
n = \left\{ \begin{array}{ll}
2 f_i \\
\frac{Y_i \theta_1 \sec^2 \left( \frac{f}{f_i} \theta_1 \right) \tan \left( \frac{f}{f_i} \theta_1 \right) + Y_i \theta_2 \tan \left( \frac{f}{f_i} \theta_2 \right) + Y_i \theta_2 \sec^2 \left( \frac{f}{f_i} \theta_2 \right)}{Y_i \tan \left( \frac{f}{f_i} \theta_1 \right) + Y_i \tan \left( \frac{f}{f_i} \theta_2 \right)}
\end{array} \right.
\]

\[
+ \left[ Y_i \theta_1 \tan \left( \frac{f}{f_i} \theta_1 \right) + Y_i \theta_2 \tan \left( \frac{f}{f_i} \theta_2 \right) \right]^2 \left[ Y_i \theta_2 \sec^2 \left( \frac{f}{f_i} \theta_2 \right) + Y_i \theta_2 \sec^2 \left( \frac{f}{f_i} \theta_2 \right) \right]
\]

\[
+ Y_i \theta_{i+1} \csc^2 \left( \frac{f}{f_i} \theta_{i+1} \right) + Y_i \theta_i \csc^2 \left( \frac{f}{f_i} \theta_i \right), \quad \text{for} \quad i = 1, \ldots, n \quad \text{and} \quad r = 1 \text{ or } 2
\]
Consequently, we can obtain the following equations provided below.

\[
\begin{align*}
J_{i,i+1} & = \Delta_i \sqrt{\frac{b_i^2}{g_{R_{i,i+1}}}} = \Delta_2 \sqrt{\frac{b_i^2}{g_{g_{i,i+1}}}}, \quad \text{for } i = 1, \ldots, n-1 \\
\Delta_i b_i & = \Delta_2 b_2
\end{align*}
\]

where \( g_i \)'s are the element values of the prototypical lowpass filter. The procedures of developing the bandpass filter with controllable dual passbands are provided below.

### 3.1 Formula development

**A. Equal bandwidth \((\Delta_1 f_1 = \Delta_2 f_2)\)**

With \( \alpha_1 = \alpha_2 = \alpha_0 \) and \( R_f \) as the ratio of \( f_2 \) to \( f_1 \), the following equations are derived

\[
\begin{align*}
b_i & = R_f b_1 \\
\sec(\alpha_i) & = -\sec(R_f \alpha_0) \\
Y_i & = \frac{g_0 g_i}{R_s g_{g_{i,i+1}}} \sin \alpha_0 \\
Y_i & = \frac{g_0 g_i}{R_s \Delta_i \alpha_0} - Y_0 \\
Y_{i+2} & = Y_i \left[ \tan^2 \alpha_0 + \frac{R_s \Delta_i \alpha_0 Y_i \sec^2 \alpha_0}{g_0 g_i} \right] \\
Y_0 & = Y_{i-1} + Y_i
\end{align*}
\]

As the fractional bandwidth of the passband is characterized by the 3 dB band-edge frequency of lower and upper bands, a steeper slope and a narrower bandwidth in the passband may be obtained with an increasing order of the filter. As a result, the formula of \( \Delta_i \) needs to be modified. With the assistance of statistical inferences, the orders, \( \Delta_i \) and \( R_f \) of the proposed dual-passband filter should be in the range of 3-8, 1-21\% and 1.5-4, respectively. Therefore the modified formula can be expressed as

\[
\Delta_{im} = MF_{a1} + MF_{a2}
\]

where

\[
\begin{align*}
MF_{a1} & = 0.9 + (R_f - 1.5)[0.5 + 0.2(N - 3)] + \sum_{i=4}^{N} [0.25 + 0.08(i - 4)] \\
MF_{a2} & = \begin{cases} 
(\Delta_i - 1)[MF + 0.01(N - 1)], & 1% \leq \Delta_i \leq 14% \\
(\Delta_i - 1)MF + 0.08(N - 1), & 15% \leq \Delta_i \leq 20% \\
(\Delta_i - 1)MF, & \Delta_i = 21%
\end{cases} \\
MF & = \begin{cases} 
0.76, & N = 3 \text{ and } R_f = 1.5 \\
0.76[1.29 + A(N - 4)], & N \geq 4 \text{ and } R_f = 1.5 \\
0.76[1.29 + A(N - 4)]\left[1.31 + 0.75(R_f - 2)\right], & N \geq 4 \text{ and } R_f > 1.5
\end{cases}
\]

where \( Y_0 = Y_n = 0 \).
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where
\[ A = \begin{cases} 0.18, & 3 \leq N \leq 5 \\ 0.12, & 6 \leq N \leq 8 \end{cases} \] (19)

B. Unequal bandwidth \((\Delta f_1 \neq \Delta f_2)\)
When the bandwidths of two passbands are unequal, the electrical lengths, \(\theta_1\) and \(\theta_2\), are not equal, either. With \(\theta_1 = \theta_b\) and \(\theta_2 = \theta_1 = \theta_1 = \theta_b\), the following equations are obtained

\[ \left( \frac{B}{C} \right)_{\Delta_1} = \left( \frac{D}{E} \right)_{R, \Delta_2} \] (20)

\[ Y_i = \frac{g_{i0}}{R_s \sqrt{g_{i1}}} \cdot \sin \theta_s \] (21)

\[ Y_{ii} = \frac{Q + \sqrt{Q^2 - 4PS}}{2P} \] (22)

\[ Y_{i2} = \frac{G - H}{K} \] (23)

where

\[ B = \left[ \theta_s \tan \theta_s \sec^2 \theta_a + \theta_b \tan \theta_s \sec^2 \theta_a \right] \left[ \cot \theta_s \tan \theta_b - \cot(R, \theta_s) \tan(R, \theta_b) \right] \\
+ \theta_s \tan \theta_b \csc^2 \theta_a \left[ \tan \theta_s \tan \theta_b - \tan(R, \theta_s) \tan(R, \theta_b) \right] + \theta_b \cot \theta_s \sec^2 \theta_b \left[ \tan \theta_s \tan \theta_b + \tan(R, \theta_s) \tan(R, \theta_b) \right] \] (24)

\[ C = \tan \theta_s \sec^2 \theta_b - \tan(R, \theta_s) \tan(R, \theta_b) \cdot \left[ \tan \theta_b + \cot \theta_s \right] \] (25)

\[ D = \theta_s \tan(R, \theta_s) \sec^2(R, \theta_s) \left[ \cot \theta_s \tan \theta_b - \cot(R, \theta_s) \tan(R, \theta_b) \right] \\
+ \theta_s \tan(R, \theta_s) \sec^2(R, \theta_s) \left[ \tan \theta_s \tan \theta_b - \tan(R, \theta_s) \tan(R, \theta_b) \right] \\
+ \theta_b \tan \theta_s \sec^2(R, \theta_s) \left[ \cot \theta_s \tan(R, \theta_b) - \tan \theta_b \cot(R, \theta_s) \right] \] (26)

\[ E = \tan(R, \theta_s) - \tan(R, \theta_b) \tan^2(R, \theta_s) + \tan \theta_s \tan \theta_b \tan(R, \theta_s) \] (27)

\[ - \cot \theta_s \cot \theta_b \tan^2(R, \theta_b) \tan(R, \theta_s) \]

\[ G = Y_{ii}^2 (\theta_s \tan \theta_s \sec^2 \theta_a + \theta_b \tan \theta_s \sec^2 \theta_a) \] (28)

\[ H = 2Y_i b \tan \theta_a \] (29)

\[ K = 2b \tan \theta_b + Y_i b \cot \theta_b \sec^2 \theta_a \] (30)

\[ P = \theta_s^2 \tan \theta_s \cot \theta_s \sec^4 \theta_a + \theta_b^2 \tan \theta_s \cot \theta_s \sec^4 \theta_a + 2\theta_s \theta_b \sec^2 \theta_a \sec^2 \theta_b \] (31)

\[ Q = 2 \left[ Y_i^2 \theta_s^2 \tan^2 \theta_s \sec^2 \theta_a \sec^2 \theta_a - \theta_b \theta_s \sec^2 \theta_a \sec^2 \theta_a + Y_i \theta_s \theta_b \tan \theta_s \tan \theta_b \sec^2 \theta_a \sec^2 \theta_b \right] \] (32)

\[ - \theta_b \theta_s \tan \theta_s \sec^2 \theta_b (\tan \theta_b + \cot \theta_s) \]

\[ S = Y_i^2 \cot \theta_s (\theta_s^2 \cot \theta_s \sec^4 \theta_a - \theta_b^2 \tan \theta_s \sec^2 \theta_a \sec^2 \theta_b) \] (33)

Similarly, the orders, \(\Delta_1\) and \(R_f\) of the proposed dual-passband filter should be in the range of 3-6, 2-15% and 2.17-3.5, respectively. Therefore, the formula of \(\Delta_1\) needs to be modified as

\[ \Delta_{in} = (MF_{a1} + MF_{s2}) \cdot \Delta_1 \] (34)

where

\[ MF_{a1} = 1.38 - 0.031(N - 4) + 0.29(N - 3) \] (35)

\[ MF_{s2} = 2(R_f - 2.17)[0.58 - 0.033(N - 4)] \] (36)
3.2 Simulation and Experimental Results
Following are design examples of the three-ordered dual-passband bandpass filters with multilayered structure. Below are fabricated examples categorized by two passbands with equal or unequal bandwidths.

A. Two passbands with equal bandwidth \((\Delta_1 f_1 = \Delta_2 f_2)\)
Figure 4 shows the three-ordered dual-passband filter. The central frequencies of two passbands are set at 2 and 5.3 GHz. The bandwidth of both passbands is chosen as 260 MHz, which is 13% of the first passband’s central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. As a result, the electrical length \(\theta_0\) and the impedances \(Z_{11}, Z_{12}, Z_{21}, Z_{22}\) and \(Z_1\) are obtained as 49.3°, 14.59, 14.64, 17.75, 27.71 and 81.9 \(\Omega\), respectively. According to these calculated parameters, theoretical predictions of the dual-passband bandpass filter are shown in Fig. 5c. Furthermore, with the assistance of full-wave electromagnetic simulator—Sonnet (Sonnet Software Inc.), these calculated parameters are converted into the multilayered structure.

The proposed multilayered dual-passband bandpass filter is fabricated on Dupont 951, whose dielectric constant and loss tangent are 7.8 and 0.0045, respectively. The multilayered 2/5.3 GHz bandpass filter is designed on 11 substrates of 0.09 mm, and its overall size is 4.98 mm \(\times\) 4.01 mm \(\times\) 0.99 mm. Figures 5a and 5b show the 3D architecture and the photograph of this fabricated filter; Fig. 5c also presents the measured results.
3.2 Simulation and Experimental Results

Following are design examples of the three-ordered dual-passband bandpass filters with multilayered structure. Below are fabricated examples categorized by two passbands with equal or unequal bandwidths.

A. Two passbands with equal bandwidth ($\Delta_1 f_1 = \Delta_2 f_2$)

Figure 4 shows the three-ordered dual-passband filter. The central frequencies of two passbands are set at 2 and 5.3 GHz. The bandwidth of both passbands is chosen as 260 MHz, which is 13% of the first passband’s central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. As a result, the electrical length $\theta_0$ and the impedances $Z_{11}, Z_{12}, Z_{21}, Z_{22}$ and $Z_1$ are obtained as 49.3 $\pi$, 14.59, 14.64, 17.75, 27.71, and 81.9 $\Omega$, respectively. According to these calculated parameters, theoretical predictions of the dual-passband bandpass filter are shown in Fig. 5c. Furthermore, with the assistance of full-wave electromagnetic simulator - Sonnet (Sonnet Software Inc.), these calculated parameters are converted into the multilayered structure.

Fig. 4. Architecture of the three-ordered dual-passband filter whose passbands have equal bandwidth

The proposed multilayered dual-passband bandpass filter is fabricated on Dupont 951, whose dielectric constant and loss tangent are 7.8 and 0.0045, respectively. The multilayered 2/5.3 GHz bandpass filter is designed on 11 substrates of 0.09 mm, and its overall size is 4.98 mm $\times$ 4.01 mm $\times$ 0.99 mm. Figures 5a and 5b show the 3D architecture and the photograph of this fabricated filter; Fig. 5c also presents the measured results.

On the one hand, within the first passband (1.8-2.2 GHz), the measured insertion loss is $< 1.6$ dB, whereas the return loss is $> 18$ dB. On the other hand, within the second passband (5.16-5.51 GHz), the measured insertion loss is $< 2.2$ dB, whereas the return loss is also $> 18$ dB.

B. First passband with greater bandwidth ($\Delta_1 f_1 > \Delta_2 f_2$)

Figure 6 shows the architecture of the three-ordered dual-passband filter. The central frequencies of two passbands are set at 2 and 5.3 GHz. The bandwidths of the first and second passband are chosen as 300 and 200 MHz, respectively, which are 15% and 10% of the first passband’s central frequency. Moreover, the selected ripple for the prototypical
Chebyshev lowpass filter is 0.01 dB. With the electrical length $\theta_a$ as 35.9°, the electrical length $\theta_b$ and the impedances $Z_{11}$, $Z_{12}$, $Z_{21}$, $Z_{22}$ and $Z_1$ are then obtained as 64.3°, 14.17, 13.44, 18.64, 28.34 and 88.24 $\Omega$, respectively. According to these calculated parameters, theoretical predictions of the dual-passband bandpass filter are shown in Fig. 7c.

![Fig. 6. Architecture of the three-ordered dual-passband filter whose passbands have unequal bandwidths](image)

The multilayered 2/5.3 GHz bandpass filter is fabricated on 12 substrates of 0.09 mm, and its overall size is 4.98 mm $\times$ 4.06 mm $\times$ 1.08 mm. Figures 7a and 7b show the 3D architecture and the photograph of this fabricated filter; Fig. 7c also presents the measured results.

![3D architecture](image)
Fig. 7. Three-ordered 2/5.3 GHz dual-passband bandpass filter whose first passband’s bandwidth is greater

On the one hand, within the first passband (1.79-2.35 GHz), the measured insertion loss is < 1.6 dB, whereas the return loss is > 20 dB. On the other hand, within the second passband (5.2-5.5 GHz), the measured insertion loss is < 2.1 dB, whereas the return loss is > 15 dB.

C. First passband with smaller bandwidth ($\Delta f_1 < \Delta f_2$)

Figure 6 also shows the architecture of the three-ordered dual-passband filter. The central frequencies of two passbands remain as 2 and 5.3 GHz. The bandwidths of the first and second passband are chosen as 200 and 300 MHz, respectively, which are 10% and 15% of first passband’s central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. With the electrical length $\theta_a$ as 51°, the electrical length
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Fig. 8. Three-ordered 2/5.3 GHz dual-passband bandpass filter whose first passband’s bandwidth is smaller

\[ \theta_b \text{ and the impedances } Z_{11}, Z_{12}, Z_{21}, Z_{22} \text{ and } Z_1 \text{ are then obtained as } 47.1^\circ, 11.89, 11.2, 11.28, 13.69 \text{ and } 74.59 \, \Omega, \text{ respectively. According to these calculated parameters, theoretical predictions of the dual-passband bandpass filter are shown in Fig. 8c.} \]

The multilayered 2/5.3 GHz bandpass filter is fabricated on 10 substrates of 0.09 mm, and its overall size is 4.98 mm \( \times \) 3.6 mm \( \times \) 0.9 mm. Figures 8a and 8b show the 3D architecture and the photograph of this fabricated filter; Fig. 8c also presents the measured results.

On the one hand, within the first passband (1.85-2.22 GHz), the measured insertion loss is < 1.8 dB, whereas the return loss is > 20 dB. On the other hand, within the second passband (5.14-5.62 GHz), the measured insertion loss is < 2.5 dB, whereas the return loss is > 18 dB.

4. Multi-passband filter fabrication

The multi-passband filter can be obtained from (1) to (4). The fabricated examples of triple- and quadruple-passband filters are introduced below.

4.1 Triple-passband filter

Figure 9 shows the architecture of the three-ordered triple-passband filter. The central frequencies of three passbands are set as 2, 5 and 8 GHz. The bandwidths of the first, second and third passband are chosen as 200, 300 and 200 MHz, respectively, which are 10%, 15% and 10% of the first passband’s central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. With the electrical length \( \theta_a \) as 35.5\(^\circ\), the electrical length \( \theta_b \) and the impedances \( Z_{11}, Z_{12}, Z_{13}, Z_{21}, Z_{22}, Z_{23} \) and \( Z_1 \) are then obtained as 37.2\(^\circ\), 20.3, 17.51, 20.34, 29.89, 13.21, 29.84 and 67.7 \( \Omega \), respectively. According to these calculated parameters, theoretical predictions of the triple-passband bandpass filter are shown in Fig. 10c.
Fig. 9. Architecture of the three-ordered triple-passband filter whose passbands have unequal bandwidths

The multilayered 2/5/8 GHz bandpass filter is fabricated on 10 substrates of 0.09 mm, and its overall size is 4.72 mm \times 3.7 mm \times 0.9 mm. Figures 10a and 10b show the 3D architecture and the photograph of this fabricated filter; Fig. 10c also presents the measured results.
Within the first passband (1.66-2.11 GHz), the measured insertion loss is < 1.4 dB, whereas the return loss is > 16.8 dB. Moreover, within the second passband (4.6-5.35 GHz), the measured insertion loss is < 1.8 dB, whereas the return loss is > 16 dB. Furthermore, within the third passband (7.84-8.14 GHz), the measured insertion loss is < 3 dB, whereas the return loss is > 15 dB.

4.2 Quadruple-passband filter

Figure 11 shows the architecture of the three-ordered quadruple-passband filter. The central frequencies of four passbands are set as 2, 5, 8 and 11.3 GHz. The bandwidth of four passbands is all chosen as 180 MHz, which is 9% of the first passband’s central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. As a result, the electrical length $\theta_0$ and the impedances $Z_{11}$, $Z_{12}$, $Z_{13}$, $Z_{14}$, $Z_{21}$, $Z_{22}$, $Z_{23}$, $Z_{24}$ and $Z_1$ are obtained as 26.8°, 21.79, 19.61, 22.74, 14.54, 27.49, 16.01, 14.04, 19.84 and 71.5 $\Omega$, respectively. According to these calculated parameters, theoretical predictions of the quadruple-passband bandpass filter are shown in Fig. 12c.
Fig. 10. Three-ordered 2/5/8 GHz triple-passband and bandpass filter whose second passband's bandwidth is greater within the first passband (1.66-2.11 GHz), the measured insertion loss is < 1.4 dB, whereas the return loss is > 16.8 dB. Moreover, within the second passband (4.6-5.35 GHz), the measured insertion loss is < 1.8 dB, whereas the return loss is > 16 dB. Furthermore, within the third passband (7.84-8.14 GHz), the measured insertion loss is < 3 dB, whereas the return loss is > 15 dB.

4.2 Quadruple-passband filter

Figure 11 shows the architecture of the three-ordered quadruple-passband filter. The central frequencies of four passbands are set as 2, 5, 8 and 11.3 GHz. The bandwidth of four passbands is all chosen as 180 MHz, which is 9% of the first passband's central frequency. Moreover, the selected ripple for the prototypical Chebyshev lowpass filter is 0.01 dB. As a result, the electrical length $\theta$ and the impedances $Z_{11}, Z_{12}, Z_{13}, Z_{14}, Z_{21}, Z_{22}, Z_{23}, Z_{24}$ and $Z_1$ are obtained as 26.8°, 21.79, 19.61, 22.74, 14.54, 27.49, 16.01, 14.04, 19.84 and 71.5 $\Omega$, respectively. According to these calculated parameters, theoretical predictions of the quadruple-passband bandpass filter are shown in Fig. 12.

Fig. 11. Architecture of the three-ordered quadruple-passband filter whose passbands have equal bandwidth

(a) 3D architecture                                             (b) Photograph
The multilayered 2/5/8/11.3 GHz bandpass filter is fabricated on 12 substrates of 0.09 mm, and its overall size is 4.72 mm × 3.7 mm × 1.08 mm. Figures 12a and 12b show the 3D architecture and the photograph of this fabricated filter; Fig. 12c also presents the measured results.

Within the first passband (1.77-2.3 GHz), the measured insertion loss is < 1 dB, whereas the return loss is > 17 dB. Moreover, within the second passband (5.14-5.48 GHz), the measured insertion loss is < 1.8 dB, whereas the return loss is > 16 dB. In addition, within the third passband (8.06-8.4 GHz), the measured insertion loss is < 3 dB, whereas the return loss is > 15 dB. Furthermore, within the fourth passband (11.05-11.85 GHz), the measured insertion loss is < 4 dB, whereas the return loss is > 12.5 dB.

5. Conclusion

A novel structure of the multi-passband bandpass filters has been proposed in this article. Multi-sectional short-circuit transmission lines shunted with transmission lines are utilized. By properly choosing the proposed structure's electrical lengths and impedances, multiple passbands can be easily controlled.

In addition, the design procedures have been described in detail, and 3D architectures are provided. Because of the parasitic effect among capacitors for a physical 3D circuit, there is some slight difference between the theoretical predictions and measured results. However, generally speaking, the measured results match well with the theoretical predictions. Therefore with high integration and compact size, the proposed multi-passband filter is suitable for implementation in a multi-chip module.

By the way, because insertion loss measurement is related to the degree and bandwidth of a filter, the performance of a filter with resonators can be well indicated by translating the measurement into an unloaded Q of a resonator.
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1. Introduction

The power amplifier (PA) is a key element in transmitter systems, aimed to increase the power level of the signal at its input up to a predefined level required for the transmission purposes. The PA’s features are mainly related to the absolute output power levels achievable, together with highest efficiency and linearity behaviour.

From the energetic point of view a PA acts as a device converting supplied dc power ($P_{dc}$) into microwave power ($P_{out}$). Therefore, it is obvious that highest efficiency levels become mandatory to reduce such dc power consumption. On the other hand, a linear behaviour is clearly necessary to avoid the corruption of the transmitted signal information. Unfortunately, efficiency and linearity are contrasting requirements, forcing the designer to a suitable trade-off.

In general, the design of a PA is related to the operating frequency and application requirements, as well as to the available device technology, often resulting in an exciting challenge for PA designers, since not an unique approach is available.

In fact, PAs are employed in a broad range of systems, whose differences are typically reflected back into the technologies adopted for PAs active modules realisation. Moreover, from the designer perspective, to improve PAs efficiency the active devices employed are usually driven into saturation. It implies that a PA has to be considered a non-linear system component, thus requiring dedicated non linear design methodologies to attain the highest available performance.

Nevertheless, for high frequency applications it is possible to identify two main classes of PA design methodologies: the trans-conductance based amplifiers with Harmonic Tuning terminations (HT) (Colantonio et al., 2009) or the Switching-Mode (SM) amplifiers (Grebennikov & Sokal, 2007; Krauss et al., 1980). In the former, the active device acts as a nonlinear current source controlled by the input signal (voltage or current for FET or BJT devices respectively). A simplest schematic view of such an amplifier for FET is reported in Fig. 1a. Under this assumption, the high efficiency condition is achieved exploiting the device nonlinear behaviour through a suitable selection of both input and output harmonic terminations. More in general, the trans-conductance based amplifiers are identified also as Class A, AB, B to C considering the quiescent active device bias points, resulting in different output current conduction angles from $2\pi$ to 0 respectively.

The most famous solution of HT PA is the Class F approach (Gao, 2006; Colantonio et al, 2009), while for high frequency applications and taking into account practical limitations on
the control of harmonic impedances, several solutions have been successfully proposed (Colantonio et al., 2003).

Conversely, in the SM PA, the active device is driven by a very large input signal to act as an ON/OFF switch with the aim to maximise the conversion efficiency reducing the power dissipated in the active devices also. A schematic representation of a SM amplifier is depicted in Fig. 1b. When the active device is turned on, the voltage across its terminals is close to zero and high current is flowing through it. Therefore, in this part of the period the transistor acts as a very low resistance, ideally short circuit (switch closed) minimising the overlap between the current and voltage waveforms. In the other part of the period, the active device is turned off acting as an open circuit. Therefore, the current is theoretically zero while high voltage is present at the device terminals, once again minimising the overlap between voltage and current waveforms. If the active device shows a zero on resistance and an infinite off resistance, a 100% efficiency is theoretically achieved. The latter is of course an advantage over Class A or B, where the maximum theoretical efficiencies are 50 % and 78 % respectively. On the other hand, Class C could achieve high efficiency levels, despite a significant reduction in the maximum output power level achievable (theoretically 100% of efficiency for zero output power). Nevertheless, the HT PAs are intrinsically able to amplify the input signal with higher fidelity, since the active device is basically represented by a controlled current source (FET case) whose output current is directly related to the input voltage. Instead, in SM PAs the active device is assumed to be ideally driven in the ON and OFF states, thus exhibiting a higher nonlinear behaviour. However, this characteristic does not represent a trouble when signals with constant-envelope modulation are adopted.

On the basis of their operating principle, SM amplifiers are often considered as DC to RF converter rather than RF amplifiers.

Different SM PA classes of operation have been proposed over the years, namely Class D, S, J, F⁻¹ (Cripps, 2002; Kazimierczuk, 2008), while the most famous and adopted is the Class E PA (Sokal & Sokal, 1975; Sokal, 2001) that will be described in deep detail in the following.

As will be shown, these classes are based on the same operating principle while their main differences are related to their circuit implementation and current-voltage wave shaping only.

The applications of SM PAs principles have initially been limited to amplifiers at lower frequencies in the megahertz range, due to the active device and package parasitics practically limiting the operating frequencies (Kazimierczuk, 2008). They have also been

Fig. 1. Simplified view of a simple single ended HT (left) and SM (right) PA.
applied to DC/DC power converters that also operate at lower switch frequencies (Jozwik & Kazimierczuk, 1990; Kazimierczuk & Jozwik, 1990). Recently, their principles of operation have been extended and applied to RF and microwave amplifier design, made possible by the high-performance active devices nowadays available based on silicon (Si), gallium arsenide (GaAs), silicon germanium (SiGe), silicon carbide (SiC), and gallium nitride (GaN) technologies (Lai, 2009).

2. Switching mode generic operating principle

The operating principle of every SM PA is based on the idea that the active device operates in saturation, thus it can be represented as a switch and either voltage or current waveforms across it are alternatively minimised to reduce overlap, so minimizing power dissipation in the device itself. If the transistor is an ideal switch, a 100% of efficiency can be achieved by the proper design of the output matching network. As reported in Fig. 1b, the output resonator can be assumed, in the simplest way, as an ideal L-C series resonator at fundamental frequency, terminated on a series load resistance ($R_L$). The role of the resonator is to shape the voltage and current waveforms across the switch in order to avoid power dissipation at higher harmonics. In fact, an ideal L-C series resonator shows zero impedance at resonating frequency ($\omega_0=(LC)^{-1/2}$) and infinite impedance for every $\omega \neq \omega_0$. It follows that fundamental current only is flowing into the output load and fundamental voltage only is generated at its terminals. Consequently, 100% of efficiency is obtained (being zeroed the overlap between voltage and current waveforms over the transistor, thus being nulled the power dissipated in it) and no power is delivered at harmonic frequencies in the load, being the latter not allowed to flow into the load $R_L$.

In actual cases, several losses mechanisms, such as ohmic and capacitive discharge or leakage, cause an unavoidable overlapping between the voltage and current waveforms, together with power dissipation at higher harmonics, thus limiting the maximum achievable efficiency levels. The most relevant losses in SM PA are represented by:

- parasitic capacitors, such as the device drain to source capacitance $C_{ds}$. The presence of such capacitance causes a low pass filter behaviour at the output of the active device, affecting the voltage wave shaping with a consequent degradation in the attainable power and efficiency levels. In fact, considering the active device as the parallel connection of a perfect switch and the parasitic capacitance $C_{ds}$, the higher voltage harmonics are practically shorted by $C_{ds}$ and only few harmonics can be reasonably controlled by the loading network.

- parasitic resistance, such as the drain-to-source resistance when the transistor is conducting $R_{ON}$ (ON state). In fact, due to the nonzero resistance when the switch is closed, a relevant amount of active power will be dissipated in the transistor causing a lowering in the achievable efficiency.

- non-zero transition time, due to the presence of parasitic effects, which increase the voltage and current overlap.

- implementation losses due to the components (distributed or lumped elements) employed to realise the required input and output matching networks.
3. The Class E Amplifier

Firstly presented in the early 70’s in (Sokal & Sokal, 1975), the Class E power amplifier recently received more attention by microwave engineers with the growing demand of high efficient transmitters in wireless communication systems. It has been widely adopted in constant envelope based communication systems, but represents a valid alternative if combined with envelope varying technique also, like envelope elimination and restoration or Chireix’s outphasing technique (Cripps, 2002). A complete analysis of the Class E amplifier is herein presented, making the assumption of a very idealized active device switching action. The topology considered is the most common one, firstly presented in (Sokal & Sokal, 1975), although different Class E topologies have been conceived and studied during the past (Mader et al., 1998; Grebennikov, 2003; Suetsugu & Kazimierczuk, 2005). In order to clarify Class E operation, a real device-based design is also briefly presented.

3.1 Analysis with a generic duty cycle

The basic topology of a single ended Class E power amplifier is depicted in Fig. 2. The active device is schematically represented as an ideal switch and it is shunted by the capacitance $C_1$, which include the output equivalent capacitance of the active device also. The output network is composed by an ideal filter $C_0-L_0$ with a series $R-L$ impedance.

![Basic topology of a Class E amplifier](a) corresponding ideal waveforms (b).

Such a circuit is usually analyzed in time domain, which is a straightforward but tedious process, requiring the solution of non linear differential equations. Anyway, some hypotheses can be adopted to carry out a simplified analysis useful to understand the underling operating principle.

Considering the series resonator $C_0-L_0$ to behave as an ideal filter, i.e. with an infinite (or high enough) $Q$ factor, harmonics and all frequency components different from the fundamental frequency can be considered as filtered out and do not play any role in the...
solution of the system. As a consequence, the current flowing into the output branch of the circuit can be assumed as a pure sinusoidal, with its own amplitude $I_M$ and its phase $\phi$ (Raab, 2001):

$$i_{out} = I_M \cdot \sin(\theta + \phi)$$

(1)

Where $\theta = \omega t$.

Consequently, from Kirchhoff laws the current $i_D$ (see Fig. 2), which flows entirely through the switch during the ON period ($i_{SW}$) or entirely through the capacitance $C_1$ during the OFF period, can be written as:

$$i_D = I_{DC} - I_M \cdot \sin(\theta + \phi)$$

(2)

Assuming for simplicity a 50% of duty cycle (the analysis for a generic duty cycle is available in (Suetsugu & Kazimierczuk, 2007)), the current flowing into the switch $i_{SW}$ can be expressed as:

$$i_{SW}(\theta) = \begin{cases} 
0, & 0 \leq \theta \leq \pi \\
I_{DC} - I_M \cdot \sin(\theta + \phi), & \pi \leq \theta \leq 2\pi 
\end{cases}$$

(3)

And analogously the current in the capacitor $C_1$ becomes:

$$i_C(\theta) = \begin{cases} 
I_{DC} - I_M \cdot \sin(\theta + \phi), & 0 \leq \theta \leq \pi \\
0, & \pi \leq \theta \leq 2\pi 
\end{cases}$$

(4)

While the voltage across the capacitance $v_C$ can be easily inferred by integration of (4), resulting in the following expression:

$$v_C(\theta) = \frac{1}{\omega \cdot C_1} \cdot \left(I_{DC} \theta + I_M \cdot \cos(\theta + \phi) - I_M \cdot \cos(\phi)\right), \quad 0 \leq \theta \leq \pi$$

$$v_C(\theta) = 0, \quad \pi \leq \theta \leq 2\pi$$

(5)

The resulting theoretical current and voltage waveforms are depicted in Fig. 2b.

It can be noted that current and voltage across the switch do not overlap, thus no power dissipation exists on the active device. The unique dissipative element in the circuit is the loading resistance $R_L$, which is active at fundamental frequency only. Then, from these assumptions it follows that the DC to RF power conversion happens without losses and the theoretical efficiency is 100%.

The quantities $I_{DC}, I_M$ and $\phi$ have still to be determined as functions of maximum current and voltage allowed by the adopted active device, $I_{Max}$ and $V_{Max}$ respectively, and of operating angular frequency $\omega$.

For this purpose, it has to note that the capacitance $C_1$ should be completely discharged at the switching turn on, which implies that the voltage $v_C$ has to be null in correspondence of the instant $\pi$ (see Fig. 2b):
\[ v_C(\theta)|_{\theta=\pi} = 0 \]  

Such condition is usually referred as Zero Voltage Switching (ZVS) condition, which implies that the capacitance \( C \) should not be short circuited by the switch turn on when its voltage is still high (Sokal & Sokal, 1975).

The second condition, namely Zero Voltage Derivative Switching (ZVDS) condition, or soft-switching condition, implies that the current starts to flow from zero after the switch turn on and then increases gradually, in order to prevent worsening in circuit performance due to mistuning of the waveforms (Sokal & Sokal, 1975). This condition is written as:

\[ i_C(\theta)|_{\theta=\pi} = \frac{d}{d\theta} v_C(\theta)|_{\theta=\pi} = 0 \]  

Substituting (4) in the previous equations, from (6) it follows:

\[ I_{DC} \cdot \pi - 2 \cdot I_M \cos(\phi) = 0 \]  

While from (7) it follows:

\[ I_{DC} + I_M \cdot \sin(\phi) = 0 \]  

Thus the following relationships can be inferred:

\[ \tan(\phi) = -\frac{2}{\pi} \]  

\[ \frac{I_{DC}}{I_M} = -\sin(\phi) = \frac{2}{\pi} \cdot \cos(\phi) \]  

The maximum current flowing into the switch is given by:

\[ I_{Max} = I_{DC} + I_M \]  

And it occurs in correspondence of the angle

\[ \theta_I = \frac{3}{2} \cdot \pi - \phi \]  

Similarly, for the voltage across the switch its maximum value occurs in correspondence of the angle \( \theta_v \) (see Fig. 2b), which can be inferred nulling the derivate of \( v_c \) given by (5). Thus, accounting for (11), it follows:

\[ \theta_v = -2 \cdot \phi \]  

and
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\[ V_{\text{Max}} = -2 \cdot \phi \cdot \frac{I_{\text{DC}}}{\omega C_1} \]  

(15)

However, the value of the capacitance \( C_1 \) is still an unknown variable. It appears in the definition of the voltage waveform, and it is convenient to use voltage constraints in order to obtain its expression. In fact, its average value must be equal to the supplied DC voltage \( V_{DD} \), thus it follows:

\[ V_{DD} = \frac{1}{2\pi} \int_{0}^{\pi} v_c(\theta) d\theta \]  

(16)

Which solved lead to:

\[ V_{DD} = \frac{1}{2\pi \cdot \omega \cdot C_1} \left( I_{\text{DC}} \cdot \frac{\pi^2}{2} + 2 \cdot I_M \cdot \sin(\phi) - I_M \cdot \pi \cdot \cos(\phi) \right) \]  

(17)

from which the value of \( C_1 \) can be finally determined remembering (11)

\[ C_1 = \frac{I_{\text{DC}}}{\pi \cdot \omega \cdot V_{DD}} \]  

(18)

This also suggests a simple relationship between DC current and bias voltage.

At this point, waveforms in Fig. 2b have been completely determined in the time domain, without recurring to the frequency domain. However, the remaining elements of the circuit, DC power, output power and output impedance have still to be determined.

As stated before, all the DC power is converted to RF power and dissipated into the load resistance at fundamental frequency:

\[ P_{\text{DC}} = I_{\text{DC}} \cdot V_{DD} = \frac{1}{2} \cdot I_M \cdot V_M = P_{RF} \]  

(19)

where \( V_M \) is the amplitude of fundamental component of the voltage across \( R \) which can be obtained by (19) and replacing (11):

\[ V_M = 2 \cdot \frac{V_{DD} \cdot I_{\text{DC}}}{I_M} = -2 \cdot V_{DD} \cdot \sin(\phi) \]  

(20)

The value of the resistance \( R \) is simply obtained as the ratio between \( V_M \) and \( I_M \):

\[ R = \frac{V_M}{I_M} = 2 \cdot \frac{V_{DD} \cdot \sin(\phi)^2}{I_{\text{DC}}} \]  

(21)

Clearly, if a standard 50 Ohm termination is required, an impedance transformer is necessary to adapt such load to the required \( R \) value.

Finally, the inductance \( L \) is computed taking into account that its reactive energy is exchanged, at every cycle, with the capacitance \( C_1 \). Thus it follows:
\[
\frac{1}{2 \cdot \pi} \cdot \frac{1}{\omega C_1} \int_0^\pi \left[ I_{DC} - I_M \cdot \sin(\theta + \phi) \right]^2 d\theta = \frac{1}{2} \cdot \omega \cdot L \cdot I_M^2
\]  

(22)

where the expression in the integral represents the voltage across the capacitance \(C_1\) during the OFF period. The value for the inductance \(L\) is therefore given by:

\[
L = \frac{1}{\omega \cdot C_1} \cdot \left( \frac{\pi}{2} - \frac{4}{\pi} \cdot \cos(\phi)^2 \right)
\]

(23)

Alternatively, \(R\) and \(L\) can be found by calculation off in-phase and quadrature voltage components, as elsewhere reported (Mader et al., 1998; Cripps, 1999).

The series impedance \(R-L\) can be put together in order to obtain a more compact and useful expression for the output branch impedance (Mader et al., 1998) normalized to the shunt capacitance \(C_1\):

\[
Z_E = \frac{0.28}{\omega C_1} \cdot e^{j49^\circ}
\]

(24)

With reference to Fig. 2, the impedance \(Z_1\) seen by the ideal switch is obtained by the shunt connection of the capacitance \(C_1\) and \(Z_E\) and is herein given in its simplified formulation (Colantonio et al., 2005):

\[
Z_1 = \frac{0.35}{\omega C_1} \cdot e^{j36^\circ}
\]

(25)

Remaining reactive components, \(L_0\) and \(C_0\), are easily calculated by means of:

\[
\omega^2 = \frac{1}{L_0 \cdot C_0}
\]

(26)

Provided a high enough \(Q\) factor, the values of \(L_0\) and \(C_0\) are non uniquely defined and any pair of resonant element can be used.

The analysis performed here was intended for the most common case of 50% duty cycle (i.e. \(\pi\) conduction angle). In this case the relations are greatly simplified thanks to the properties of trigonometric functions. However, Class E approach is possible for any value of duty cycle: a detailed analysis can be found in (Suetsugu & Kazimierczuk, 2007; Colantonio et al., 2009) where all electrical properties and component values are evaluated as a function of duty cycle. It can be demonstrated that under ideal assumption the maximum output power does not occur in correspondence of a 0.5 duty cycle, but for a slightly higher value (0.511). Anyway, in terms of output power capability, this increment is extremely low (about 1‰) and a standard 0.5 duty cycle could be assumed in the design, unless differently required.

### 3.2 A Class E design example

In order to illustrate the application of the relations obtained in the analysis, a simple Class E design example is described, based on an actual active device, specifically a GaAs pHEMT.
The device exhibits a breakdown voltage of about 25 V and a maximum output current of 400 mA. From S-parameter simulation, an output capacitance of 0.35pF results at 2.5 GHz, the selected operating frequency. Considering this capacitance as the minimum value for the shunt capacitance $C_t$, the network elements can be easily calculated through the previous relationships.

From (20) and taking into account the maximum voltage, the bias voltage is set to $V_{DD}=6V$. Hence, from the inversion of (18), the DC component of drain current is determined, resulting in $I_{DC}=105$ mA.

At this point, using (21) and (23) or, alternatively, equation (24), the values of output matching network are $R=33\Omega$ and $L=1.67$ nH. If considering a standard output impedance of $50\Omega$, a transforming stage is necessary.

Standing the value of optimum load, the impedance matching can be easily accomplished by a single $L$-$C$ cell. A series inductance - parallel capacitance configuration has been chosen. Lumped elements for the filtering output network have then determined, selecting an inductance $L_0=6nH$ and a resulting capacitance $C_0=0.68pF$. The complete amplifier schematic is depicted in Fig. 3, while the simulated output power, gain and efficiency versus input power are shown in Fig. 4.

![Fig. 3. Schematic of a 2.5GHz GaAs HEMT Class E amplifier.](image)

Fig. 4. Simulated performance of the 2.5GHz Class E amplifier.

It is worth to notice that, under a continuous wave excitation, Class E behavior is achieved only at a certain level of compression, i.e. when the large input sinusoidal waveform implies a “square-shaping” effect on the output current, due to active device physical limits, thus
approaching a switching behavior. The output current and voltage waveforms and load line are reported in Fig. 5, showing a good agreement with the theoretical expected behavior (compare with ideal waveforms depicted in Fig. 2b).

![Fig. 5. Output current and voltage waveforms (a) and load line (b) of the 2.5GHz Class E amplifier.](image)

### 3.3 Drawbacks

As already outlined, Class E power amplifiers have some practical limitations, mainly due to their maximum operating frequency. Such limitations are partially related to the cut-off frequency of the active device, while are mainly due to the circuit topology and switching operation. In fact, as reported in (Mader et al., 1998), a Class E maximum frequency can be approximated by:

\[
 f_{\text{Max}} = \frac{I_{DS}}{2\pi^2 \cdot C_1 \cdot V_{DD}} = \frac{I_{\text{Max}}}{56.5 \cdot C_1 \cdot V_{DD}}
\]  

Practically the lower limit of \(C_1\) is given by the active device output capacitance \(C_{ds}\). Consequently, the value of maximum operating frequency strongly depends on the device adopted for the design, on its size and then on the maximum current it can handle. For RF and microwave devices, the maximum frequency in Class E operation is generally included between hundred of megahertz (for MOS devices) and few gigahertz (for small MESFET or pHEMT transistors).

Additionally, at microwave frequencies higher order voltage harmonic components can be considered as practically shorted by the shunt capacitance, and the Class E behavior has to be clearly approximated. In particular, the voltage wave shaping can be performed recurring to the first harmonic components only (Raab, 2001; Mader et al., 1998), while the ZVS and ZVDS conditions cannot be longer satisfied.

Truncating the ideal voltage Fourier series at the third component, the resulting waveform is reported in Fig. 6, from which it can be noted the existence of negative values. Thus it becomes mandatory to prevent such negative values of drain voltage to respect active device physical constraint and safely operations.
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\[
\frac{\pi}{\Delta \Phi} = \frac{D_{\text{Max}}}{I_{\text{D}} C_{\text{V}}} \text{Vds Max}
\]

Practically the lower limit of \(C_1\) is given by the active device output capacitance \(C_{\text{ds}}\). Consequently, the value of maximum operating frequency strongly depends on the device adopted for the design, on its size and then on the maximum current it can handle. For RF and microwave devices, the maximum frequency in Class E operation is generally included between hundred of megahertz (for MOS devices) and few gigahertz (for small MESFET or pHEMT transistors).

Additionally, at microwave frequencies higher order voltage harmonic components can be considered as practically shorted by the shunt capacitance, and the Class E behavior has to be clearly approximated. In particular, the voltage wave shaping can be performed recurring to the first harmonic components only (Raab, 2001; Mader et al., 1998), while the ZVS and ZVDS conditions cannot be longer satisfied.
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Fig. 6. Three harmonics reconstructed voltage waveform

As pointed out in (Colantonio et al., 2005), two solutions can be adopted. Obviously it is possible to increase drain bias voltage, but it would mean a non negligible increase in the DC dissipated power that in turn causes a decrease in drain efficiency levels. In addition, an increasing on peak voltage value could exceed breakdown limitations of the transistor. The other solution is based on the assumption of unaffected current harmonic components, thus optimizing the voltage fundamental component, while keeping fixed the other harmonics imposed by the network topology (i.e. the filter \(L_0-C_0\) behavior and the device capacitance \(C_{\text{ds}}\)) (Cipriani et al., 2008). The optimization process must be implemented in a numerical form in order to reduce complexity and computing effort. The main goal is to avoid negative voltage values on drain voltage and, at the same time, maximize output power, hence efficiency. Then, for every value of frequency exceeding the maximum one, the optimum high frequency fundamental impedance, \(Z_{1,\text{HF}}\), is optimized in magnitude and phase.

Fig. 7. Class E optimum load impedance (a) and ideal efficiency (b) as a function of \(k\)

Obtained results are expressed as normalized to ideal load impedance at maximum frequency given by (27) and depicted in Fig. 7a as a function of normalized frequency \(k=\frac{f}{f_{\text{Max}}}\) defined as the ratio between the assumed operating frequency \(f\) and the maximum frequency.
allowed one \( f_{\text{Max}} \) defined in (27). The plot shown in Fig. 7a can be considered as a “design chart” for high frequency Class E development, once the maximum frequency is known. A quasi monotonic decrease of magnitude of fundamental impedance is observed, leading to a reduced voltage fundamental component and a reduced output power. At the same time, the phase decreases tending to almost purely resistive values. The related drain efficiency is reported in Fig. 7b, showing an increasing reduction with respect the ideal 100% value due to non ideal operating conditions.

A high frequency Class E PA example is shown in Fig. 8.

The amplifier is designed using a medium power LDMOS transistor for base station application at 2.14 GHz. Once the bias point, maximum current and output capacitance of the transistor are fixed, the maximum frequency in Class E mode is directly derived. Considering a maximum current of 2.5 A, a bias voltage of 20 V and an output capacitance of 4.2 pF (estimated by S-parameters simulation), the maximum frequency in Class E results in 520 MHz, far below the frequency chosen for the design. If operating at 520 MHz, the load impedance would be \( Z_1=25.1e^{36^\circ} \). At 2.14 GHz (4.1 times above \( f_{\text{Max}} \)), the load impedance is directly obtained by the design chart of Fig. 7a resulting in \( Z_{1,\text{HF}}=17.5e^{17^\circ} \). Since a very simple equivalent model of the device is used, as Fig. 2 shows, this impedance is seen at the nonlinear current source terminals, so that eventual parasitic and package effects should be considered as belonging to the output load.

Simulated drain current and voltage waveform are depicted in Fig. 9, with reference to the internal nodes of the model. A good agreement with typical Class E waveform is
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remarkable, above the maximum frequency, although the perfect switching behavior cannot be satisfied.

Fig. 10. Simulated and measured output performance of the designed PA

3.4 Class E matching network implementation and other topologies
Although Class E approach has basically a fixed circuit topology, different solution can be adopted for the synthesis of output matching network. Depending on the design frequency, distributed approaches are possible: proper load conditions at fundamental have to be satisfied, according to (24), and an open circuit condition must be provided at harmonics of the fundamental frequency, usually second and third harmonics (Negra et al., 2007; Wilkinson & Everard, 2001; Xu et al., 2006).

In Fig. 11a, no lumped elements are used unless block capacitors, while the 50Ω matching is synthesized through a very compact and simple structure reported in Fig. 11b (Mader et al., 1998). In order to provide harmonic suppression on the load, different quarter-wave open stubs can be used at different harmonics (Negra et al., 2007), while series transmission lines and wave impedances are properly chosen to provide the correct fundamental load.

Additionally, different circuit topologies exist that can provide the same results as the classical formulation: they have been widely investigated in (Grebennikov, 2003) and are commonly referred as parallel circuit Class E and their main characteristic is the presence of
a finite parallel inductor in the output network, required for the output device biasing supply, as reported in Fig. 12. As before assumed, the shunt capacitance $C$ includes the transistor output capacitance $C_{ds}$.

The first circuit, in Fig. 12a, employs a very simple output matching network, which consists of a parallel inductor and a series blocking capacitance. Applying ZVS and ZVDS conditions on this circuit, and considering the transistor to behave as a perfect switch, the solution of the circuit is given by a second order non-homogeneous differential equation, given by (28), which has to be solved in order to determine the value of all circuit parameters.

$$\omega^2 LC \frac{d^2 v_i(\omega t)}{d(\omega t)^2} + \frac{\omega L}{R} \frac{dv_i(\omega t)}{d (\omega t)} + v_i(\omega t) = V_{DD}$$  \hspace{1cm} (28)

The values of reactive components, $L$ and $C$, are:

$$C = \frac{1.025}{\omega R} \quad \quad L = 0.41 \frac{R}{\omega}$$  \hspace{1cm} (29)

and the load resistance $R$ is determined using the desired output power at fundamental frequency, $P_1$:

$$R = \frac{1.394 V_{DD}^2}{P_1}$$  \hspace{1cm} (30)

Due to the lack of any filtering action at the output, this circuit becomes not practical in applications - like telecommunications - which require harmonic suppression (Grebennikov, 2003). Moreover, a higher peak current value is obtained ($4.0 I_{DC}$ instead of $2.862 I_{DC}$ for the classical topology) that has to be taken into account in the choice of the active device.

The circuit in Fig. 12b adds a series LC filter in the output branch and it is very similar to a canonic Class E amplifier using a finite DC feed inductance, unless for the absence of the “tuning” series inductance. Providing a high Q factor for the LC series filter, the current $i_R$ flowing into the output branch can be assumed as sinusoidal: this hypothesis is used as starting point for a complete time domain analysis which is similar to what reported in paragraph 4.1. Optimum parallel capacitance $C$ and optimum load resistance $R$ are obtained after inferring the phase angle between in-phase and quadrature components of fundamental current:

$$\psi = \arctan \left( \frac{R}{\omega L} - \omega RC \right) = 34.244^\circ$$  \hspace{1cm} (31)

From which:

$$C = \frac{0.685}{\omega R} \quad \quad L = 0.732 \frac{R}{\omega}$$  \hspace{1cm} (32)

Output resistance $R$ is derived from desired fundamental output power, $P_1$:
\[ R = 1.365 \frac{V_{DD}^2}{P_1} \]  \hspace{1cm} (33)

Slightly different voltage and current peak values (Grebennikov, 2003) are obtained with respect to the traditional Class E approach:

\[ V_{\text{Max}} = 3.647 \cdot V_{DD} \quad I_{\text{Max}} = 2.647 \cdot I_{DC} \]  \hspace{1cm} (34)

In Fig. 12c the parallel inductance is replaced by a short-circuited short length transmission line: this solution is quite popular at microwave frequencies. In order to approximate the Class E optimum impedance at fundamental frequency, the electrical length and the characteristic impedance of the transmission line are determined starting from the optimum fundamental impedance and according to the relation (Grebennikov, 2003):

\[ Z_0 \cdot \tan(\theta) = \omega L. \]  \hspace{1cm} (35)

The load impedance \( Z_E \) seen at device terminals should satisfy the optimum impedance at fundamental frequency, and remembering relation (31) it is rewritten as:

\[ Z_E = \frac{R}{1 - j \tan \psi} \]  \hspace{1cm} (36)

Finally, using equation (32) to determine the optimum required parallel inductance, the electrical length of the parallel transmission line can be obtained:

\[ \tan \theta = 0.732 \frac{R}{Z_0} \]  \hspace{1cm} (37)
4. The inverse Class E amplifier

The Inverse Class E amplifier, or voltage drive Class E amplifier, is commonly considered as the dual version of the Class E amplifier, in which current and voltage waveforms are interchanged, as shown in Fig. 13. It is also referred as “series-L/parallel tuned Class E”, being the traditional topology defined as “parallel-C(series-tuned Class E” (Mury & Fusco, 2005; Mury & Fusco, 2007).

Fig. 13. Ideal inverse Class E waveforms.

A former version of the Inverse Class E amplifier was reported in (Kazimierczuk, 1981): the circuit does not have shunt capacitor, while a series tuned filter and a finite DC feed inductance is considered in the output network, as depicted in Fig. 14. Although this circuit seems to be similar to those reported in Fig. 12, it implies a different behavior, due to the different characteristic of the shunting element (an inductor instead of a capacitor). When the switch is open, and provided a high enough Q factor of the series filter, the only current flowing in the circuit is the sinusoidal output current $i_L$, that is the inductor current $i_L$. The latter causes a voltage drop across the inductor, $v_L$, which has a cosinusoidal form. When the switch is closed, the voltage across the inductor is instantaneously constant and equal to $V_{DD}$. This causes a linear increase in the current $i_L$. The current across the switch is calculated as the difference between $i_L$ and $i_R$ and assumes the typical asymmetrical shape.

Fig. 14. Inverse Class E amplifier: no-shunt-capacitor/series-tuned topology with finite inductance.
A complete analysis of the inverse Class E amplifier is reported for the first time in (Mury & Fusco, 2005; Mury & Fusco, 2007), together with a defined topology which is shown in Fig. 15 and which is substantially different from the previous version given in (Kazimierczuk, 1981). As can be seen by a comparison of Fig. 15 and the circuit depicted in Fig. 2, each component of the traditional Class E amplifier has been replaced by its dual element in a dual configuration. A DC blocking capacitance $C_b$ is inserted in order to prevent inductance $L_0$ from shorting the bias voltage.

![Inverse Class E amplifier](image)

Fig. 15. Inverse Class E amplifier.

Hence, the analysis of the inverse Class E amplifier can be carried out starting from the assumption of a purely sinusoidal output voltage across the output resistance $R$, which produces a voltage across the inductor $L$ given by:

$$v_L(\theta) = V_{DD} - v_v(\theta) = V_{DD} \cdot (1 - a \cdot \sin(\theta + \phi))$$  \hspace{1cm} (38)

This is the voltage present across the switch during the OFF time, while during the ON time the switch has no voltage across it and its current is given by integration of (38):

$$i_{sw} = \frac{1}{\omega L} \int_0^\theta v_L(\theta)d\theta$$  \hspace{1cm} (39)

These expressions have the same form of those reported in paragraph 4.1, unless current and voltage are interchanged: the same kind of analysis as Class E can be performed on the Inverse Class E circuit. As a consequence, the same numerical results are obtained for the dual configuration, and are summarized in Table 1, referred to a 50% duty cycle operation. As can be seen, the maximum allowable voltage for the Inverse Class E operation is much smaller than for Class E: this is an unquestionable advantage of such a circuit, because the requirement on device breakdown can be drastically relaxed. However, it is worth to notice that in Inverse Class E amplifier the output capacitance of the active device is not taken into account and set to zero in the ideal analysis: in real world circuit, this is clearly not true. Hence, some actions have to be taken in order to compensate its presence (e.g. a shunt inductance).
### Table 1 - Class E and Inverse Class E comparison.

<table>
<thead>
<tr>
<th>Circuit component or electrical value</th>
<th>Class E</th>
<th>Inverse Class E</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{Max}$</td>
<td>$3.562 \cdot V_{dd}$</td>
<td>$2.862 \cdot V_{dd}$</td>
</tr>
<tr>
<td>$I_{Max}$</td>
<td>$2.862 \cdot I_{DC}$</td>
<td>$3.562 \cdot I_{DC}$</td>
</tr>
<tr>
<td>$C$</td>
<td>$\frac{I_{DC}}{\pi \cdot \omega \cdot V_{dd}}$</td>
<td>$\frac{0.2116}{\omega^2 \cdot L}$</td>
</tr>
<tr>
<td>$R$</td>
<td>$\frac{0.1836}{\omega \cdot C}$</td>
<td>$\frac{1}{0.1836 \cdot \omega \cdot L}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$\frac{0.2116}{\omega^2 \cdot C}$</td>
<td>$\frac{V_{dd}}{\pi \cdot \omega \cdot I_{DC}}$</td>
</tr>
<tr>
<td>$C_0$</td>
<td>$\frac{1}{\omega \cdot Q \cdot R}$</td>
<td>$\frac{Q}{\omega \cdot R}$</td>
</tr>
<tr>
<td>$L_0$</td>
<td>$\frac{1}{\omega^2 \cdot C_0}$</td>
<td>$\frac{1}{\omega^2 \cdot C_0}$</td>
</tr>
</tbody>
</table>

#### 5. Class F and Class F-1 amplifier

Among the different switched mode amplifier design strategies, several authors include the Class F and inverse F (or Class F-1) schemes also.

##### 5.1 Class F theoretical analysis

Such design strategy was introduced by Tyler at the end of fifties (Tyler, 1958) and further investigated several years later (Snider, 1967; Raab, 1996), as a simple and feasible way to improve power amplifier large-signal performances.

Following the widely accepted definition, Class-F design consists in terminating the device output with open-circuit terminations at odd harmonic frequencies of the fundamental component and short-circuiting it at even harmonics. Regarding the input network, it is typically synthesized in order to guarantee maximum power transfer at the operating frequency, neglecting or at least circumventing the device input non linear generation by using short-circuit terminations.

The theoretical output voltage and current waveforms of an ideal Class F PA are depicted in Fig. 16.

![Fig. 16. Ideal output voltage ($v_{DS}$) and current ($i_D$) waveforms of a Class F PA.](image-url)
The current is assumed as a truncated sinusoid waves (assuming a Class B bias condition), while the voltage is squared by the proper harmonic loading conditions. The two ideal waveforms do not overlap: no output current flows for high drain/collector voltages and maximum current occurs when drain/collector voltage waveform is at its minimum. Therefore the power dissipated in the active device is nulled ($P_{\text{diss}}=0$).

Such an ideal waveforms can be easily described by their Fourier components:

$$i_D(\theta) = \sum_{n=0}^{\infty} I_n \cdot \cos(n\theta)$$

$$v_{DS}(\theta) = \sum_{n=0}^{\infty} V_n \cdot \cos(n\theta)$$

where $I_{\text{Max}}$ and $V_{DD}$ the maximum output current and bias voltage, respectively.

From the previous equations it can be noted that the current and voltage Fourier components with the same order $n$ are alternatively zeroed, thus nulling the power delivered at harmonic frequencies also ($P_{\text{out,nf}}=0, n>1$).

The values of the ideal terminations are inferred as the ratio between the respective Fourier components $V_n$ and $I_n$, i.e.:

$$Z_n = \frac{V_n}{I_n} = \begin{cases} \frac{8}{\pi} \frac{V_{DD}}{I_{\text{Max}}} & n = 1 \\ \frac{4}{\pi} \frac{V_{DD}}{I_{\text{Max}}} & n \text{ even} \\ \infty & n \text{ odd} \end{cases}$$

Therefore resulting in a purely resistive terminating impedance at fundamental frequency given by $4/\pi R_{TL}$, being $R_{TL}$ the optimum impedance of a Tuned Load scheme (i.e. short circuiting all the harmonic terminations). Conversely, short circuit condition for even harmonics and open circuit for odd ones have to be synthesized, as schematically depicted in Fig. 17.
The results obtained following the Class F strategy were so interesting that, before the advent of fast switching devices, such approach was widely adopted to design PAs for amplitude modulated (AM) broadcast radio transmitters (operating at LF 30-300 KHz, MF 0.3-3 MHz and HF 3-30 MHz) or for frequency modulated (FM) broadcast radio transmitters (at VHF 30-300 MHz and UHF 0.3-3 GHz) (Wood, 1992; Lu, 1992).

Nowadays, the Class F technique is generally adopted for high frequency applications in the microwave range (i.e. up to tens of Gigahertz). Examples of Class F based on GaAs devices are available at X (9.6GHz) (Colantonio et al., 2007), Ku (14.5GHz) (Ozalas, 2005) and Ka (29.5GHz) (Reece et al., 2003) bands. For high frequency applications the active devices operate in current-mode rather than in switched-mode, and the harmonic loading conditions are implemented through lumped resonating circuits.

Fig. 18. Fourier components $I_0$, $I_1$, $I_2$, $I_3$ normalised to the device maximum current $I_{Max}$ as functions of the drain CCA $\Phi$.

Several research efforts were focused to clarify and to implement the harmonic terminating scheme leading to the Class F optimum behavior and its experimental validation, inferring practical design guidelines also (Duvanaud et al., 1993; Blache, 1995; Colantonio et al., 1999).
The analytical results can be easily extended to bias conditions different from Class B, still assuming for the current waveform a truncated sinusoidal wave shaping, with a conduction angle (CCA) $\Phi$ larger than $\pi$ (Class AB), while maintaining a square voltage waveform. In this case the corresponding current harmonic components as function of the CCA depicted in Fig. 18 result, while the estimated Class F performances are depicted in Fig. 19, compared with the corresponding theoretical one for a Tuned Load condition.

![Fig. 19. Ideal performance for a Class F and reference TL amplifiers as functions of the CCA $\Phi$. Output power normalized to the Class A output at full swing.](image)

### 5.2 Class F practical limitations

Referring to the ideal solution proposed to implement the Class F loading scheme, depicted in Fig. 17, it is based on the use of resonating elements ensuring low impedance values (theoretically short-circuit conditions) for even harmonic frequencies or high values for the odd harmonics (theoretically open-circuit conditions).

Clearly, for a simple and manageable mathematical formulation, the active device model has to be strongly simplified, neglecting all parasitic and reactive elements. It implies that when dealing with an actual device, the loading condition expressed by (42) has to be fulfilled across the device intrinsic output current source, as already proposed in other similar simplified approaches (Cripps, 1983). From a practical point of view, the required ideal terminations pose significant restrictions when implementing the Class technique. In fact, while it is relatively simple to realize a short-circuit termination, compensating for the device reactive elements, the realization of an open-circuit condition becomes much more cumbersome. For example, in high frequency applications the dominant capacitive behavior shown by the active device (e.g. $C_{ds}$) tends to short-circuit the device output itself, thus practically not allowing the open-circuit loading condition for the higher-order odd harmonics.

At the same time, even if the internal $C_{ds}$ capacitance can be effectively resonated by an external inductive element, the device output resistance ($R_{ds}$) cannot be removed, thus representing an upper limit for the impedance effectively synthesizable across the intrinsic current source. Therefore the realization of a true open termination is basically unfeasible. However, it has been demonstrated that lower-order harmonics are more effective in improving amplifier performance as compared to higher order ones (Raab, 2001). Therefore, accounting for the reduced number of harmonics can be effectively controlled, new
terminating impedance values have been inferred not only at fundamental but also at 
harmonics, resulting in a different voltage harmonic ratio also (Raab, 1997; Colantonio et al.,
2009). In fact, the new optimum voltage ratio becomes $|V_3/V_1| = 1/6$ rather than $1/3$ as in the 
ideal case. Simultaneously, the fundamental loading impedance becomes

$$R_F = \frac{4}{\sqrt{3}} \frac{V_{DD}}{I_{Max}}$$  \hspace{1cm} (43)

resulting in an efficiency improvement of 15% only with respect to the Tuned Load 
theoretical case (Colantonio et al., 2009).

A further critical point is represented by the physical mechanisms generating the harmonic 
components of both voltage and current waveforms. If the device output only is considered,
it can be described by an independent and forcing current source, whose waveform results 
both from the input drive level and the device physical limitations (clipping effects), being 
independent on the device terminating impedances. Under this assumption, the output 
voltage waveform is dependent on the current one, being generated by loading each 
harmonic current component through the respective terminations ($V_n = Z_n \cdot I_n$). Consequently 
a proper phase relationships between the output current harmonic components must be 
fulfilled, and in particular $I_1$ and $I_3$ must be opposite in sign. Such a condition, referring to 
Fig. 18 practically implies the selection of a suitable bias level close to the Class B condition,
i.e. assuming a non-zero quiescent current level (deep AB bias), while leaving for instance 
the same harmonic terminations as derived in the ideal case. The theoretical load curve 
behaves as depicted in Fig. 20.

Conversely, the adoption of a Class C bias condition implies a wrong relationships among 
the current harmonics phase (see Fig. 18).

![Graph](image-url)  \hspace{1cm} Fig. 20. Theoretical load line for a Class F amplifier.)
5.3 Class F matching networks implementation

To design the Class F output section, resonating circuits are typically used as traps for the harmonic frequencies. Such resonators, sometimes referred as idlers, are limited to low-order harmonics, to reduce both circuit complexity and associated losses. Moreover, depending on the frequency range, their implementation can be performed either in lumped or distributed form, while accounting for also the DC bias.

For example, in Fig. 21 is depicted a possible implementation based on the use of a quarter-wavelength transmission line ($\lambda/4$-TL) and a parallel resonating $L_0\cdot C_0$ tank to control the harmonic impedances. The optimum matching at fundamental frequency $f_0$ is achieved by the remaining passive components $L_m$ and $C_m$ (Gao, 2006).

In practical situations, to account the biasing elements and the active device output capacitance $C_{ds}$, other proposed solutions are schematically depicted in Fig. 22, where the design relationships to calculate the element values can be derived evaluating the impedance loading the device output current source and then imposing the short circuit condition at $2f_0$ and the open circuit one at $3f_0$. (Trask, 1999).
In a similar way, a distributed solution can be designed and implemented by using transmission lines, as for instance reported in Fig. 23 (Grebennikov, 2000; Woo et al., 2006; Negra et al., 2007).

Fig. 23. Distributed solutions implementing the Class F schemes.

Clearly the characteristic impedances of the TLs have to be properly selected when designing the matching network at fundamental frequency.

5.4 Class F example
An example of hybrid (MIC) Class F PA operating at 5GHz and based on GaAs device (1mm gate periphery) is reported in Fig. 24, where both the input and output matching networks were designed on Alumina substrate by using a distributed approach.

Fig. 24. Photo of a MIC 5GHz GaAs Class F amplifier.

The corresponding load curve and the performance as compared to a Tuned Load amplifier based on the same active device and bias point (Class B), are reported in Fig. 25 and Fig. 26, respectively.
In a similar way, a distributed solution can be designed and implemented by using transmission lines, as for instance reported in Fig. 23 (Grebennikov, 2000; Woo et al., 2006; Negra et al., 2007).

Clearly the characteristic impedances of the TLs have to be properly selected when designing the matching network at fundamental frequency.

5.4 Class F example

An example of hybrid (MIC) Class F PA operating at 5GHz and based on GaAs device (1mm gate periphery) is reported in Fig. 24, where both the input and output matching networks were designed on Alumina substrate by using a distributed approach.

Among the other features, it is to note that the Class F amplifier output power is higher as compared to the Tuned Load approach in the entire range of input drive. A 7-8% measured improvement (against a maximum theoretical 15% expected) is usually obtained. It is to note that at low input power levels, a higher power gain with respect to a Tuned Load is obviously expected due to the larger output load that has been assured at fundamental frequency, as given by (43). Increasing the input drive level, the use of a Class F strategy force the output voltage (and current) to approach their maximum swings value, resulting in a proper bending of the load curve (see Fig. 25), thus improving the output power at saturation level also.

5.5 The inverse Class F amplifier

The term “inverse” in this kind of amplifier suggests somewhat inverted in the behavior: in fact, current and voltage drain waveforms are interchanged if compared to a traditional Class F amplifier (Ingruber et al., 1998; Lepine et al., 2007; Woo et al., 2006).

Inverse Class F power amplifier was introduced as a “rectangular driven Class A harmonic-controlled amplifier”, in order to combine the advantage of high efficiency of a switched mode amplifier with the high gain of Class A operation (Ingruber et al., 1998).
It employs a rectangular driving voltage, which forces the active device to operate in the ohmic region or in the interdiction region, thus justifying - more than for a Class F - the classification as a switched mode amplifier. Assuming a piecewise linear simplified model for the active device, the drain current waveform can be directly inferred, resulting in a rectangular waveform. Thus, open terminations for even harmonics and short circuit terminations for odd harmonics - except for the fundamental one - give a truncated sinusoid voltage waveform. Current and voltage waveform do not overlap, thus preventing DC power consumption on the active device; additionally, thanks to the proper harmonic terminations, no power is delivered at harmonics of fundamental frequency and 100% drain efficiency is ideally achievable.

![Diagram of voltage and current waveforms](image)

**Fig. 27.** Ideal output voltage ($v_{DS}$) and current ($i_D$) waveforms of an inverse Class F PA.

Referring to the ideal output current and voltage waveforms of Fig. 27, DC and fundamental frequency components can be obtained using a Fourier analysis:

$$I_0 = \frac{I_{\text{Max}}}{2}$$  \hspace{1cm} (44)

$$I_1 = \frac{1}{\pi} \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} I_{\text{Max}} \cos(\vartheta) d\vartheta = \frac{2}{\pi} I_{\text{Max}}$$  \hspace{1cm} (45)

$$V_0 = V_{DD} = \frac{1}{2\pi} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} V_{\text{Max}} \cos(\vartheta) d\vartheta = \frac{V_{\text{Max}}}{\pi}$$  \hspace{1cm} (46)

$$V_1 = \frac{1}{\pi} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} V_{\text{Max}} \sin(\vartheta)^2 d\vartheta = \frac{V_{\text{Max}}}{2}$$  \hspace{1cm} (47)

Then, the expression of harmonic load impedance is given by:

$$Z_n = \frac{V_n}{I_n} = \begin{cases} \frac{\pi^2}{4} \cdot \frac{V_{DD}}{I_{\text{Max}}} & n = 1 \\ \infty & n \text{ even} \\ 0 & n \text{ odd} \end{cases}$$  \hspace{1cm} (48)

An inverse Class F amplifier requires an infinite number of resonator in order to maintain the square-shaped output current. Fig. 28 shows an immediate ideal implementation of an
inverse Class F amplifier using multiple even-harmonic resonators to control the voltage and current waveforms (Grebennikov & Sokal, 2008).

In real world design, however, a limited number of harmonics has to be taken into account. Practical output networks implementations are often based on multiharmonic quarterwave-length stubs (Lepine et al., 2007; Woo et al., 2006). Input network design is the most critical aspect in inverse Class F design. In fact, if a continuous wave excitation is put on the gate, the required square wave driving voltage occurs only in deep saturation regime, thus affecting the gain. Ideal conditions would require a square wave driving voltage throughout the whole dynamic range of the amplifier. This can be obtained providing fundamental frequency and its second harmonic as a driving signal (Goto et al., 2001; Grebennikov & Sokal, 2008), so that an out of phase condition exist at their maximum amplitude. A network example which satisfied this condition is reported in Fig. 29.

Referring to switched mode finite harmonic operation, it is interesting to find a qualitative relation between the different classes of amplifier, as reported in (Raab, 2001). The transition from inverse Class F and Class F amplifiers is achieved by moving the second harmonic impedance (reactance) from zero to $\infty$, while decreasing the third harmonic impedance (reactance) from $\infty$ to zero, while in the intermediate condition, in which both second and third harmonic reactances have finite values, current and voltage waveforms assumes a resemblance to Class E amplifier.
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Developing the 150%-FBW Ku-Band Linear Equalizer
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Abstract
This article reports the development of a linear amplitude equalizer for the linearity of the slope of the amplitude over 150% fractional bandwidth in Ku-band. The circuit model is featured by the resistor placed between each pair of a transmission-line and a stub. The design includes finding the values of resistors and stubs to have the optimal linear slope and return loss performances. The measured data show the acceptable performances of the slope variation and return loss over 2~18 GHz.

1. Introduction
The Radar Warning Receiver (RWR) for a helicopter tends to end up with the increasing overall insertion loss that is attributed to the cascaded placement of dissipative components such as Switch, Filter, Power-divider, Coupler and the like in the wide-banded RF channel. In order to reach for the target of quality performance, it is necessary to compensate for the insertion loss with flattening in the gain amplitude over the frequency band of interest. This is what is all about the gain (amplitude) equalization techniques which quite often entails the slope linearization.

To date, even though the domestic technical groups have presented that they are mature in implementing the gain equalization for commercial products operating in the relatively narrow frequency bands, they do not seem to meet the challenge of the equalization in broader bands for military applications. As an attempt to meet the rising demands and boost the competitiveness of our technology, we have developed the linear gain equalizer working in the band as wide as over 10 GHz for the RWRs.

With a look into the current techniques of the gain equalization, it is found they can be classified to the followings: Linear and non-linear gain equalization methodologies [1-5]. The non-linear scheme is exploited to the narrow-banded sub-bands of one given broad-band, This is relatively easy to build up in the design, but it requires multitude of different stages corresponding to the sub-bands, which leads to cumbersome extra insertion losses, when the stages are electrically combined for its physical implementation. On the contrary, the linear equalizer necessitates one module, though its design seems tougher than the non-linear case. Besides, the linear equalization is advantageous in that it aims at the operation in one broad-band.

Making a noteworthy progress from what has been done previously as in [1-5], we present
the linear gain equalizer working over 2 GHz ~ 18 GHz by transmission lines with coupling elements.

2. Theoretical Side of Design
The gain equalizer plays a role of flattening the amplitude of the resultant insertion loss of the equalizer following the former component over the specified band[1-4].

As shown in the result marked number 3, the balance is made by the ascending amplitude (marked number 1) added to the descending one (number 2). Particularly with Fig. 1, the equalizer shows the minimum loss at the high end of the band. Depending on cases, the slope of the equalizer’s amplitude should be negative with the maximum loss at the upper end of the band. As a matter of course, the minimum loss of the equalizer is designed the lowest possible.

To begin, a low-ordered bandpass filter (BPF) is considered. In detail, the center frequency of the BPF is set at the end of the band (18GHz or 20GHz here), which is called the cut-off frequency in the gain equalizer design, with the ripple level of 0.1dB and the fractional bandwidth of 1. That is to say the Chebyshev filter of 1st order. Using this, it is effective to get the idea of how we get started, but falls short of satisfactory levels on return loss and linear slope. So it is inevitable to expand to a higher order circuit.

Regarding the fundamentals of the operation, the transmission line with the serial resistor is let go open at the cut-off frequency that is equivalent to the resonance frequency of series inductor and capacitor. At this point, the insertion loss becomes ideally zero. The rest of the band is designed to undergo the attenuation due to the T-network of three resistors, which determines the slope.

Fig. 1. Function of the linear gain equalizer

As shown in the result marked number 3, the balance is made by the ascending amplitude (marked number 1) added to the descending one (number 2). Particularly with Fig. 1, the equalizer shows the minimum loss at the high end of the band. Depending on cases, the slope of the equalizer’s amplitude should be negative with the maximum loss at the upper end of the band. As a matter of course, the minimum loss of the equalizer is designed the lowest possible.

To begin, a low-ordered bandpass filter (BPF) is considered. In detail, the center frequency of the BPF is set at the end of the band (18GHz or 20GHz here), which is called the cut-off frequency in the gain equalizer design, with the ripple level of 0.1dB and the fractional bandwidth of 1. That is to say the Chebyshev filter of 1st order. Using this, it is effective to get the idea of how we get started, but falls short of satisfactory levels on return loss and linear slope. So it is inevitable to expand to a higher order circuit.

Regarding the fundamentals of the operation, the transmission line with the serial resistor is let go open at the cut-off frequency that is equivalent to the resonance frequency of series inductor and capacitor. At this point, the insertion loss becomes ideally zero. The rest of the band is designed to undergo the attenuation due to the T-network of three resistors, which determines the slope.
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The gain equalizer plays a role of flattening the amplitude of the resultant insertion loss of the equalizer following the former component over the specified band [1-4].
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As shown in the result marked number 3, the balance is made by the ascending amplitude (marked number 1) added to the descending one (number 2). Particularly with Fig. 1, the equalizer shows the minimum loss at the high end of the band. Depending on cases, the slope of the equalizer's amplitude should be negative with the maximum loss at the upper end of the band. As a matter of course, the minimum loss of the equalizer is designed the lowest possible.

To begin, a low-ordered bandpass filter (BPF) is considered. In detail, the center frequency of the BPF is set at the end of the band (18GHz or 20GHz here), which is called the cut-off frequency in the gain equalizer design, with the ripple level of 0.1dB and the fractional bandwidth of 1. That is to say the Chebyshev filter of 1st order. Using this, it is effective to get the idea of how we get started, but falls short of satisfactory levels on return loss and linear slope. So it is inevitable to expand to a higher order circuit.

Regarding the fundamentals of the operation, the transmission line with the serial resistor is let go open at the cut-off frequency that is equivalent to the resonance frequency of series inductor and capacitor. At this point, the insertion loss becomes ideally zero. The rest of the band is designed to undergo the attenuation due to the T-network of three resistors, which determines the slope.

![Fig. 2. Basic circuit of the linear equalizer](image)

The design flow can be simply described as

![Fig. 3. Flowchart of the design](image)

In the first place, we set the cut-off frequency of the gain equalizer at the center frequency of the nominal filter. Simultaneously, the attenuation band is defined. In the second place, the order of the filter is decided to have the slope of the amplitude as close as possible to the wanted value. And then, varying the resistors, the slope is adjusted to meet the spec. over the entire frequency band. If it is not satisfactory, return to the step where the order of the filter is determined and change to the immediate higher order.

**3. Results of Design**

Here comes the summary of the design specifications.

<table>
<thead>
<tr>
<th>Item</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>fo, FBW</td>
<td>10GHz, 150%</td>
</tr>
<tr>
<td>Slope</td>
<td>10dB over the BW</td>
</tr>
<tr>
<td>Insertion loss</td>
<td>&lt; 3dB at 18GHz</td>
</tr>
<tr>
<td>VSWR</td>
<td>&lt; 2.0:1</td>
</tr>
</tbody>
</table>
Among the items, the slope is set the top priority. Maintaining the slope, the return and insertion losses are considered. Firstly, let us start the design by changing the order of the basic circuit from 1 to 2.

![Diagram](image1.png)

Fig. 4. The 1st and 2nd order linear equalizers (a) 1st order circuit  (b) Performance(1st order) (c) 2nd order circuit  (d) Performance(2nd order)

The reactive elements are found by having their resonance at the cut-off frequency given in the specs. The resistors are computed, assumed that the T-networks are symmetric, to secure the gradient of the amplitude curve parallel to the given slope. Increasing the order of the equalizer, the slope performance has improved from Fig. 4(b) to Fig. 4(d). Taking into account the fabrication based upon the microstrip line, the reactive elements are replaced by the lossy transmission line (better for considering dispersion). The order of the entire circuit should be increased and the final design lends the performance in the insertion and return loss as follows.

Going through the tuning and trimming on the fabricated equalizer, the measured return and insertion losses amount to less than -10 dB and roughly 9 dB throughout the band (2GHz ~ 18GHz), respectively. Actually, the slightly non-linear behavior happens in the vicinity of 18GHz and it is believed to stem from the design ignorant of the capacitance parasitic to the resistors and transmission lines.

![Diagram](image2.png)
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Among the items, the slope is set the top priority. Maintaining the slope, the return and insertion losses are considered. Firstly, let us start the design by changing the order of the basic circuit from 1 to 2.

Fig. 4. The 1st and 2nd order linear equalizers (a) 1st order circuit (b) Performance(1st order) (c) 2nd order circuit (d) Performance(2nd order)

The reactive elements are found by having their resonance at the cut-off frequency given in the specs. The resistors are computed, assumed that the T-networks are symmetric, to secure the gradient of the amplitude curve parallel to the given slope. Increasing the order of the equalizer, the slope performance has improved from Fig. 4(b) to Fig. 4(d). Taking into account the fabrication based upon the microstrip line, the reactive elements are replaced by the lossy transmission line(better for considering dispersion). The order of the entire circuit should be increased and the final design lends the performance in the insertion and return losses as follows.

Going through the tuning and trimming on the fabricated equalizer, the measured return and insertion losses amount to less than -10 dB and roughly 9 dB throughout the band(2GHz ~ 18GHz), respectively. Actually, the slightly non-linear behavior happens in the vicinity of 18GHz and it is believed to stem from the design ignorant of the capacitance parasitic to the resistors and transmission lines.

Fig. 5. The 14th order linear equalizers (a) Insertion loss (b) Return loss (c) Photo of the fabricated circuit

4. Conclusion

In this article, the design of a gain equalizer has been conceptualized to achieve the linear slope over the very wide band 2GHz ~ 18GHz and good return loss performance. Besides, it has been implemented by fabrication with the microstrip transmission lines and SMT resistors. The measured data prove the realized equalizer outputs the acceptable linearity in the slope and return and insertion losses.
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Ultrawideband Bandpass Filter using Composite Right- and Left-Handedness Line Metamaterial Unit-Cell
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Abstract
The design of a new UWB bandpass filter is proposed, which is based upon the microstrip Composite Right- and Left-Handed Transmission-line(CRLH-TL). In order to bring the remarkable improvement in an attempt to reduce the size, taking the features of the conventional periodic CRLH-TL, only one unit of the structure is chosen. So the component less than a quarter-wavelength is realized to achieve the ultra wide band filtering without the loss of the original advantage of the CRLH-TL. Guaranteeing the compactness in size, the interdigitated coupled lines are used to realize the strong coupling for the design that will be shown to have the size of ‘guided wavelength/9.4’, the fractional bandwidth over 100%, the insertion loss much less than 1 dB, and the flat group-delay with an acceptable return loss performance in the predicted and measured results.

1. Introduction
In recent years, numerous studies have been conducted to exploit the benefits of the UWB communication, since its unlicensed use was open to the public by the US FCC. As one of many such research activities, the design methods of bandpass filters have been reported[6-10]. Araki et al [6] designed the UWB bandpass filter whose bandwidth is formed by adding zeros in the sections of the transmission line. The frequency response has notches at the specific points as the very narrow regions for out-of-band suppression. H. Wang et al [7] presented the microstrip-and-CPW bandpass filter for the UWB application, which is based upon the Multi-Mode Resonator(MMR) in the form of multiples of quarter-wavelength, to broaden the bandwidth and obtain the enlarged rejection region. The idea of the MMR of the half wavelength is also used in [8] where the coupled lines of a quarter-wavelength are used as the inverter. This work shows the extension of the lower and higher stopbands owing to the increased coupling. A composite UWB filter was designed by W. Menzel et al by combining lowpass and high pass filters as a suspended stripline structure with different planes[9]. Independently, C. Hsu et al presented the composite microstrip filters for the UWB application, where seven or eight TL sections of about quarter-wavelength are sequentially connected[10]. Presently, we describe the design method of a new UWB filter on the basis of the composite right- and left-handed transmission line(CRLH-TL)[11-13].
Different from the reference [11], we take just one segment (smaller than one quarter-wavelength) from the periodic structure of the CRLH-TL to make the component very compact. Besides, instead of mixing two types, for instance, hybrid of the microstrip and CPW, the filter design is pursued with only the microstrip. Most of all, what features in our present work is that the interdigital coupled lines much smaller than a quarter wavelength and the grounded stub account for the strong capacitive coupling and the inductance for the left-handedness, respectively, and the effective inductance of the interdigital capacitor and the effective capacitance of the short-circuited inductor are used to decide the right-handedness characteristics, in order to form a ultra wideband. And then going through the implementation process, the predicted performances of the designed filter are given with the measurement of the fabricated one to validate our design methodology, where the design of the proposed BPF reveals the suitability for the UWB application, showing the size reduction to the guided wavelength/9.4, the bandwidth more than 100%, the insertion loss lower than 1 dB, the group-delay variation less than 0.5 ns with the good return loss property.

2. Design of The Crlh-Tl Type Uwb Bpf

The left-handed medium as a metamaterial has been examined theoretically and experimentally as it plays the lumped high pass filter circuit, and its unit cell in a periodic transmission line is smaller than the guided wavelength. Instead of the pure left-handedness, the CRLH-TL as a more practical circuit has been portrayed by C. Caloz et al [11]. It is represented by Fig. 2-1.

![Fig. 2-1. Equivalent circuit model of the conventional periodic CRLH-TL](image)

There are three intermediate units of the periodic CRLH-TL and the i-th segment is marked by the dotted line block in Fig. 1. The i-th segment consists of \((C_{Li}, L_{Li})\) for the left-handedness and \((C_{Ri}, L_{Ri})\) for the right-handedness property. From the standpoint of the purely left-handed unit, \(L_{Ri}\) and \(C_{Ri}\) can be considered parasitic inductance and capacitance against \(C_{Li}\) and \(L_{Li}\), respectively. However, in our design, we use the effective inductance \(L_{Ri}\) and the effective capacitance \(C_{Ri}\) for the purpose of forming a pass-band for the UWB filter. As is addressed previously, only the basic unit, say, the i-th segment is taken for the present work. Its symmetric version can be expressed a Pi-equivalent circuit in Fig. 2-2.
Different from the reference [11], we take just one segment (smaller than one quarter-wavelength) from the periodic structure of the CRLH-TL to make the component very compact. Besides, instead of mixing two types, for instance, hybrid of the microstrip and CPW, the filter design is pursued with only the microstrip. Most of all, what features in our present work is that the interdigital coupled lines much smaller than a quarter-wavelength and the grounded stub account for the strong capacitive coupling and the inductance for the left-handedness, respectively, and the effective inductance of the interdigital capacitor and the effective capacitance of the short-circuited inductor are used to decide the right-handedness characteristics, in order to form an ultra wideband. And then going through the implementation process, the predicted performances of the designed filter are given with the measurement of the fabricated one to validate our design methodology, where the design of the proposed BPF reveals the suitability for the UWB application, showing the size reduction to the guided wavelength/9.4, the bandwidth more than 100%, the insertion loss lower than 1 dB, the group-delay variation less than 0.5 ns with the good return loss property.

2. Design of The CRLH-TL Type UWB BPF

The left-handed medium as a metamaterial has been examined theoretically and experimentally as it plays the lumped high pass filter circuit, and its unit cell in a periodic transmission line is smaller than the guided wavelength. Instead of the pure left-handedness, the CRLH-TL as a more practical circuit has been portrayed by C. Caloz et al[11]. It is represented by Fig. 2-1.

![Fig. 2-1. Equivalent circuit model of the conventional periodic CRLH-TL](image)

There are three intermediate units of the periodic CRLH-TL and the $i$-th segment is marked by the dotted line block in Fig. 1. The $i$-th segment consists of $(CL, LL)$ for the left-handedness and $(CR, LR)$ for the right-handedness property. From the standpoint of the purely left-handed unit, $LR$ and $CR$ can be considered parasitic inductance and capacitance against $CL$ and $LL$, respectively. However, in our design, we use the effective inductance $LR$ and the effective capacitance $CR$ for the purpose of forming a pass-band for the UWB filter.

As is addressed previously, only the basic unit, say, the $i$-th segment is taken for the present work. Its symmetric version can be expressed a Pi-equivalent circuit in Fig. 2-2.

![Fig. 2-2. Pi-equivalent circuit of the unit cell from the CRLH-TL](image)

The ladder type of circuit in Fig. 1 has the exactly the same function as that in Fig. 2-2. But the difference between them is the physical configuration, and this will be shed a light on later. What is important in using the basic unit of the CRLH-TL in Fig. 2 is to determine the values of the elements $(CL, LL, CR, LR)$ that produce the performances appropriate to the UWB BPF. We adopt the concept of the Balanced CRLH-TL in [11] to achieve a single broad band without any gap in between the cut-off frequencies of highpass and lowpass filtering. In the Balanced case, the three from four resonance phenomena lead to the following relations.

$$f_{Li} = \frac{1}{2\pi \sqrt{CL LL}}, \quad f_{Ri} = \frac{1}{2\pi \sqrt{CR LR}}$$

$$f_{sei} = f_{shi}, \quad f_{O} = \sqrt{f_{Li} f_{Ri}}$$

where

$$f_{sei} = \frac{1}{2\pi \sqrt{CR LL}}, \quad f_{shi} = \frac{1}{2\pi \sqrt{CL LR}}$$

That $f_{sei}$ is let equal to $f_{shi}$ means the balance in the CRLH-TL, where $f_{Li}, f_{Ri}, f_{sei}, f_{shi}$, and $f_{O}$ correspond to the lower band-edge, upper band-edge, series resonance point, shunt resonance point and center frequency, respectively. Solving the equations above, the circuit elements are identified.

In order for a BPF to have the ultra wideband, a strong coupling is essential to the implementation. In particular, the sufficient large amount of $CL$ is required.

![Fig. 2-3. Microstrip interdigital coupled lines and grounded stub](image)

As explained in the introduction with other design cases where the hybrid of the microstrip/CPW or the cascaded transmissions of wavelengths are used, $CL$ should be large enough, as the designers’ main concern. Like them, we need a strong capacitive coupling, but proceed with the microstrip interdigital coupled lines. Even if the interdigital
line has been around for quite some time, as is stated before, its geometric parameters will be explored to find the desired effective inductance LRi as well as CLi in our design, different from others. Fig. 2-3 presents the typical interdigital line. The geometry of an nIDF fingered interdigital line described with W, l and S denoting the finger width, the finger length and the spacing between the two adjacent fingers, respectively. The capacitance of Fig. 2-3 is given as follows.

$$C(pF) = \frac{\varepsilon_r 10^{-3}}{18\pi} \frac{K(k)}{K'(k)} (n_{IDF} - 1)\ell \quad (2-2)$$

where

$$k = \tan^2\left(\frac{a\pi}{4b}\right), \quad a = \frac{W}{2}, \quad b = \frac{W + S}{2}$$

$K(\cdot)$ and $K'(\cdot)$ are the complete elliptic integral of the 1st kind and its complement. Along with the series interdigital line, the grounded shunt stub plays an important role. The expression as follows is commonly used for the inductance of the grounded stub and each finger in the interdigital line ($L_{Ri}$). Though it is an approximate formula, it helps us quickly approach the initial size.

$$L(nH) = 2 \times 10^{-4}/[\ln\left(\frac{l}{W+t}\right) + 1.193 + 0.224\frac{W+t}{l}] \cdot K_g \quad (2-3)$$

where

$$K_g = 0.57 - 0.145\ln\left(\frac{W}{h}\right)$$

$h$ and $t$ above mean the thickness of the substrate and metallization in use. The expressions for the other circuit elements are found in [9] and used to correct the electrical behaviors based upon Eqns (2) and (3). With all these values, physical sizes are iteratively exploited until the acquisition of the desired performance.

3. Results of Implementation

Use First of all, the interdigital line’s size is calculated to realize the capacitance of 0.477pF and its effective inductance of 5.53nH. Via the iterative steps using Eq’s (2) and (3), the initial values are found $W=0.20$ mm, $l=1.30$ mm, $S=0.12$ and $n_{IDF}=14$.

![Graph](a)
Ultrawideband Bandpass Filter using Composite Right- and Left-Handedness Line Metamaterial Unit-Cell

The line has been around for quite some time, as is stated before, its geometric parameters will be explored to find the desired effective inductance \( L_{Ri} \) as well as \( C_{Li} \) in our design, different from others. Fig. 2-3 presents the typical interdigital line. The geometry of an \( n \)-fingered interdigital line described with \( W, l \) and \( S \) denoting the finger width, the finger length and the spacing between the two adjacent fingers, respectively. The capacitance of Fig. 2-3 is given as follows.

\[
\frac{1}{C_{IDF}} = kK_1\left(\frac{4\tan^{-1}\frac{W_a}{2}}{2\pi}\right) + \frac{W_l}{W_b} + \ln\left(\frac{W_b}{W_l}\right) + \ln\left(\frac{102}{4}\right)
\]

where \( kK_1(\cdot) \) and \( K'(\cdot) \) are the complete elliptic integral of the 1st kind and its complement. Along with the series interdigital line, the grounded shunt stub plays an important role. The expression as follows is commonly used for the inductance of the grounded stub and each finger in the interdigital line \( L_{Ri} \). Though it is an approximate formula, it helps us quickly approach the initial size.

\[
L_{Ri} = \frac{W}{2} \ln\left(\frac{14.5}{4.5}\right)
\]

where \( W \) and \( l \) above mean the thickness of the substrate and metallization in use. The expressions for the other circuit elements are found in [9] and used to correct the electrical behaviors based upon Eqns (2) and (3). With all these values, physical sizes are iteratively exploited until the acquisition of the desired performance.

3. Results of Implementation

Use First of all, the interdigital line’s size is calculated to realize the capacitance of 0.477 pF and its effective inductance of 5.53 nH. Via the iterative steps using Eq’s (2) and (3), the initial values are found

\( W = 0.20 \) mm, \( l = 1.30 \) mm, \( S = 0.12 \) and \( n_{IDF} = 14 \).

This is followed by finding the physical dimensions of the grounded transmission line stub whose \( W \) and \( l \) are 0.5 mm and 5.0 mm with 1.13 nH and 0.20 pF. For the substrate, FR4(\( \varepsilon_r = 4.4 \)) is used. And the circuit values result in the following dispersion diagram. Resorting to the conventional periodic CRLH-TL concept, just for convenience, we check the critical points, say, transmission and stop bands.

![Graphs](image1.png)

Fig. 2-4. Interdigital line’s capacitance and inductance V.S. geometric changes (a) Number of fingers V.S. \( C_s \) (b) Number of fingers V.S. \( C_p \) (c) Number of fingers V.S. \( L_s \) (d) Length of the finger V.S. \( C_p \)
Fig. 2-5. Dispersion curve of the proposed UWB BPF

The refined physical dimensions based upon the initial values for the filter’s geometry, the 3D EM full-wave simulation has been carried out.

Fig. 2-6. $S_{11}$ and $S_{21}$ of the proposed UWB BPF (a) Simulation (b) measurement.

Fig. 2-6 plots the simulated scattering parameters $S_{11}$ and $S_{21}$ verified by the measurement. Excellent agreement is shown between the simulated and measured $S_{21}$ with almost the same transmission zeros, bandwidth over 100% and insertion loss less than 1dB. Also, good return loss is given despite the small discrepancy guessed due to the mechanical tolerance error. Next, we need to check out the group-delay of the designed filter.

Fig. 2-7. Group-delay of the proposed UWB BPF: Simulation and measurement. The variation of the group-delay is as small as less than 0.25 nsec over the passband. Lastly, we show the photograph of our fabricated UWB BPF.

Fig. 2-8. Picture of the designed UWB BPF. The interdigital line sandwiched by the grounded stubs composes the proposed filter which is about 4.7 mm long (far less than a quarter guided-wavelength).
Fig. 2-6 plots the simulated scattering parameters $S_{11}$ and $S_{21}$ verified by the measurement. Excellent agreement is shown between the simulated and measured $S_{21}$ with almost the same transmission zeros, bandwidth over 100% and insertion loss less than 1dB. Also, good return loss is given despite the small discrepancy guessed due to the mechanical tolerance error. Next, we need to check out the group-delay of the designed filter.

![Group-delay](image)

Fig.2-7. Group-delay of the proposed UWB BPF : Simulation and measurement.

The variation of the group-delay is as small as less than 0.25 nsec over the passband. Lastly, we show the photograph of our fabricated UWB BPF.

![Photograph](image)

Fig. 2-8. Picture of the designed UWB BPF

The interdigital line sandwiched by the grounded stubs composes the proposed filter which is about 4.7 mm long (far less than a quarter guided-wavelength).

4. Conclusion

The A new compact UWB BPF is proposed using the concept of the CRLH-TL. Only 1 unit of the CRLH-TL is taken for enhanced size reduction and implemented with the interdigital line and grounded stubs with their effective parasitics for the UWB. The designed BPF performs with the BW over 100%, good insertion and return loss, and flat group-delay with the overall size to the guided wavelength/9.4.
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1. Introduction

In this chapter we consider the extended source size correction factor that is widely utilized in antenna gain measurements when extraterrestrial extended radio sources are in use. Extended radio sources having an angular size that is comparable or even larger than the antenna’s far-field power pattern Half Power Beam Width (HPBW) are often used to determine various antenna parameters including gain of electrically large antenna apertures (Baars, 1973). The use of such sources often becomes almost inevitable since the far-field distance of electrically large antennas can reach tens or even hundreds kilometers, which makes it impractical if not impossible to employ the conventional far-field antenna transmitter-receiver test range technique.

To illustrate the importance of the problem let’s consider 30m radio astronomy antenna at 10GHz and 96GHz frequency bands. Its far-field zone distances are 60km and 580km with the HPBW equal to 4’ and 0.42’ respectively. For the comparison, among the strongest cosmic radio sources, Cassiopeia A has 4’ and Sygnus A has 0.7’ of their disk angular sizes (Guidici & Castelli, 1971). Even for the 7m communication antenna working at 20 GHz, the far-field distance is 6.5km and the far-field patterns HPBW is 1.4º, while the angular size of the Sun or the Moon disks are about of 0.5º (Guidici & Castelli, 1971).

When the radio source angular size is comparable with the antenna HPBW, the antenna radiation pattern is averaged within the solid spatial angle subtended to the source. Therefore, the measured antenna gain value appears to be less than what would be expected for the antenna’s effective collecting area and the aperture illumination and the resulting gain measurements must be corrected by the extended source size correction factor to account for the convolution of the extended radio source angular size, angular source brightness distribution and the shape of the antenna’s far-field radiation pattern. In this chapter two kinds of extended radio sources, having either uniform or Gaussian brightness distributions over the source disk (Baars, 1973; Kraus, 1986), along with three kinds of the most usable “Polynomial-on-Pedestal,” Gaussian, and Taylor antenna aperture illuminations are examined for circular and rectangular antenna apertures.

As a result of the above considerations and based on the literature survey, the complete set of simple analytical expressions that accurately approximate the value of the extended source size correction factor have been derived and/or developed for circular and
rectangular antenna apertures and for all the above combinations of extended radio source brightness distributions and antenna aperture illuminations. Those expressions eliminate the need to perform complicated and often impractical numerical integrations in order to evaluate the extended source size correction factor value for the case of particular measurement. The approximate analytical expressions for the extended source size correction factor for rectangular antenna apertures along with their tolerances for circular and rectangular apertures are obtained for the first time in literature.

Because the extended source size correction factor most conveniently can be expressed through the ratio between the extended source angular size (or its HPBW) and the antenna’s far-field radiation pattern HPBW, the approximations of the antenna’s HPBW for all three types of antenna aperture illuminations and for circular and rectangular antenna apertures are considered as a supplementary problem. As a result, numerous simple and accurate analytical expressions for the antenna’s far-field pattern HPBW for circular and rectangular antenna apertures and for all three types of antenna aperture illuminations have been developed. This also eliminates the need to perform complicated and often impractical numerical integrations in order to evaluate the antenna’s far-field pattern HPBW value for the particular antenna size(s) and aperture illumination(s). In addition, for circular and rectangular antenna apertures these expressions are shown in the form of plots.

While in this chapter, we consider the extended source size correction factor from the prospective of the antenna gain measurement, it should be noted that the same factor can also be utilized for the solution of the inverse problem: the measurement of the unknown temperature and/or flux density of a randomly polarized extended radio source using the electrically large antenna with a known antenna far-field power pattern (Ko, 1961).

2. Extended Cosmic Radio Sources and Extended Source Size Correction Factor in Antenna Gain Measurements

The IEEE Standard Std 149-1979 for the antenna test procedures (Kummer at al., 1979) defines the extended source size correction factor $K$ by the following expression:

$$K = \frac{\iiint B_s(\Omega)d\Omega}{\iiint B_s(\Omega)F_n(\Omega)d\Omega}$$

(1)

where $B_s(\Omega)$ is the angular brightness distribution of the extended radio source, $F_n(\Omega)$ is the normalized pencil beam antenna far-field power pattern, such that at the antenna boresight (direction of the peak of the main beam) $F_n(0) = 1$, and $\Omega_s$ is the solid angle subtended to the extended radio source. To obtain the correct antenna gain, the gain value measured using the extended radio source should be multiplied by $K$.

In order to understand the meaning and the applicability of definition (1) let’s first establish the relations between the power pattern $F_n(\Omega)$ and the antenna far-field radiation power pattern $F(\Omega)$ that is normalized the way that the total power transmitted or received by the antenna within the entire $4\pi$ steradian solid angle equals to one power unit:
where \( A \) is a constant multiplier that needs to be found. In case of the omnidirectional antenna when \( F_n(\Omega) = 1 \) at any direction of the solid angle \( \Omega \) condition (2) gives the following value of that multiplier \( A_{omni} \):

\[
\int_{4\pi} \int_{4\pi} A_{omni} d\Omega = 1 \Rightarrow A_{omni} = \frac{1}{4\pi}
\]

By definition (Balanis, 2005), the maximum antenna gain \( G_{\text{max}} \) is the ratio of the maximum antenna radiation intensity, i.e. \( A \), to the radiation intensity averaged over all directions, i.e. \( A_{omni} \):

\[
G_{\text{max}} = \frac{A}{A_{omni}} = 4\pi A \Rightarrow A = \frac{G_{\text{max}}}{4\pi}
\]

Based on (2) and (4) one can notice that the denominator in (1) is proportional to the power \( P_{\text{extended source}} \) received by the antenna whose maximum gain value is \( G_{\text{max}} \) in the case when its far-field pattern HPBW is comparable or greater than the size of the extended radio source spatial angle:

\[
P_{\text{extended source}} = \int_{\Omega_s} \int_{4\pi} B_\Omega(\Omega) \frac{G_{\text{max}}}{4\pi} F_n(\Omega) d\Omega
\]

The numerator in (1) is proportional to the power \( P_{\text{point source}} \) received by the same antenna in the case when its far-field antenna pattern HPBW is much bigger than the angular size of extended radio source and thus, the value \( F_n(\Omega) \) in (5) can be substituted by 1 within the source spatial angle:

\[
P_{\text{point source}} = \int_{\Omega_s} \int_{4\pi} B_\Omega(\Omega) \frac{G_{\text{max}}}{4\pi} d\Omega
\]

The relations (5) and (6) can be used by both ways: to find the unknown maximum antenna gain and the radiation pattern based on the measured power received by the antenna and the known source brightness distribution or, conversely, to find the unknown source brightness distribution based on the measured power received by the antenna and the known maximum antenna gain and the radiation pattern. Either way, the ratio between the received power (6) and the received power (5) is equal to the extended source size correction factor defined by (1) and represents the correction that should be made if the extended radio source, but not the point source, is used in the measurement procedure.

In order to compute the extended source size correction factor using its definition (1), both the extended source brightness \( B_\Omega(\Omega) \) and the normalized antenna power pattern \( F_n(\Omega) \) as a function of the solid angle subtended to the extended source should be known. In following sections we review expressions for the extended source correction factor already existed in literature, discuss and specify the considered set of functions \( B_\Omega(\Omega) \) and \( F_n(\Omega) \), its relations with actual extended radio sources and antenna configurations and disclose numerous
novel simple analytical expressions that accurately approximate the value of extended source size correction factor for those combinations of $B_s(\Omega)$ and $F_n(\Omega)$.

### 3. Existing Approximate Analytical Formulae for Extended Source Size Correction Factor

Based on definition (1) of the extended source size correction factor and making various simplifying assumptions about the source brightness distribution $B_s(\Omega)$ and the normalized antenna far-field power pattern $F_n(\Omega)$, several approximate analytical expressions for the extended source correction factor have been developed in literature.

For the case of a Gaussian source brightness distribution and a Gaussian antenna far-field power pattern (Guidici & Castelli, 1971) and (Baars, 1973) stated the following expression for the extended source correction factor $K$:

$$ K = 1 + s^2 $$  \hspace{1cm} (7)

where $s$ is the ratio of the extended source HPBW to the antenna HPBW. For the case of a uniform source brightness distribution and a Gaussian antenna far-field power pattern (Ko, 1961) expresses value of $K$ as:

$$ K = \frac{(s\sqrt{\ln 2})^2}{1 - \exp[-(s\sqrt{\ln 2})^2]} $$  \hspace{1cm} (8)

where $s$ is the ratio of the disk source angular diameter to the antenna HPBW. For the case of a uniform source brightness distribution and an antenna far-field power pattern that corresponds with a uniform antenna aperture illumination (Ko, 1961) expresses the value of $K$ as:

$$ K = \frac{(1.616s)^2}{4[1 - J_1^2(1.616s) - J_0^2(1.616s)]} $$  \hspace{1cm} (9)

where $s$ is the ratio of the source disk diameter to the antenna HPBW.

It should be noted that expressions (7) – (9) were derived under the assumption of a small value of variable $s$, i.e., when the extended source angular size is noticeably less than the antenna pattern HPBW and only for the circular antenna aperture.

In Figure 1, the approximate values of the extended source size correction factor as a function of the ratio of the source diameter or the source HPBW to the antenna HPBW and given by expressions (7) – (9) are shown in comparison. As is seen from Figure 1, the values given by expressions (8) and (9) are very close to each other, while being significantly different from values given by the expression (7). Expressions (7) – (9) were selected among few others because they represent the best approximations of the extended source size correction factor available in the literature for both uniform and Gaussian extended source brightness distributions that are used the most in antenna measurements and/or calibrations.

However, there are also several problems that are associated with these approximations. First, approximations (7) and (8) are based on the shape of the antenna far-field power...
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Pattern rather than based on the shape of the antenna aperture illumination and its edge illumination taper, which are actually known in practice. Secondly, in order to use expressions (7) – (9), the antenna HPBW as a function of the type of the aperture illumination and its edge illumination taper has to be known. Third, not all combinations of aperture illuminations and extended source brightness distributions used in practice are covered by (7) – (9). Fourth, all expressions (7) – (9) were derived for the small value of the source size to antenna HPBW ratio and it’s accuracy for the case when this ratio isn’t small is unknown. Fifth, these expressions were derived only for circular antenna apertures and do not cover rectangular apertures that become increasingly popular for the modern solid state antennas. Sixth, expressions (7) – (9) do not explicitly depend on the antenna aperture edge illumination taper, which is manifestly wrong since the normalized antenna power pattern $F_n(\Omega)$ and therefore, the extended source size correction factor do depend on it. Further in this chapter we will amend and expand expressions (7) – (9) the way that eliminates all its deficiencies that were mentioned above.

Fig. 1. Approximate expressions for extended source size correction factor in comparison. 
*Plot legend: solid red – expression (9); long-dashed blue – expression (7); and short-dashed green – expression (8);*
4. Brightness Distributions of Extended Cosmic Radio Sources Used in Antenna Gain Measurements

The detailed description of most cosmic extended radio sources that are used in the electrically large antenna measurements and calibrations along with the discussion of various aspects of such measurements is given, for example, in (Baars, 1973), (Guidici & Castelli, 1971) and (Kraus, 1986).

From the extended source correction factor evaluation standpoint it’s enough to notice that most of these extended radio sources have circular disk shape with either axially symmetrical Gaussian or uniform brightness distributions over the solid angle that is subtended to the extended radio source disk (Baars, 1973), (Kraus, 1986). Those sources are almost entirely incoherent and that is why in (1) the antenna far-field power pattern, as oppose to the antenna far-field radiation field pattern, is in use. For example, the Cassiopeia A has a uniform brightness distribution, while the Orion A has an axially symmetrical Gaussian brightness distribution over a source disk (Baars, 1973).

Thus, for the purpose of this chapter, we will consider only these two, the uniform and the Gaussian extended radio source brightness distributions, which can be written in following forms:

\[ B_{S,uni}(\theta, \varphi) = \begin{cases} 1, & \theta \leq \theta_s / 2 \\ 0, & \theta > \theta_s / 2 \end{cases} \]  \hspace{1cm} (10)

\[ B_{S,Gauss}(\theta, \varphi) = \exp \left[-2 \left(\frac{2\theta}{\theta_s}\right)^2\right] \]  \hspace{1cm} (11)

where \( \theta_s \) is the angular size of the extended radio source. In the case of the uniform source brightness distribution \( \theta_s \) is the physical angular size of the source disk. In the case of the Gaussian source brightness distribution, the source angular size \( \theta_s \) is defined as a source HPBW, i.e., the angular size at which the brightness of the source is half of its maximum at the center of the source disk.

It should be stressed that the assumed properties of the extended radio source namely, the radiation incoherence and the types of source brightness distribution (10) and (11), are essential for the correct simulation of the extended source size correction factor.

5. Illumination Functions and Antenna Patterns for Circular and Rectangular Antenna Apertures

5.1 Circular Antenna Aperture Case

In order to calculate the value of the extended source size correction factor (1) except of the extended source brightness distribution function \( B_s(\Omega) \) that was described in previous section, the antenna far-field power pattern \( F_a(\Omega) \) needs to be known. Unlike the extended source brightness distribution \( B_s(\Omega) \) the antenna far-field power pattern \( F_a(\Omega) \) for almost all practical cases is not an analytically defined function and is rather defined through the particular illumination of the antenna aperture.
For the purpose of this chapter we chose the three most usable circularly symmetrical aperture illumination functions: “Polynomial-on-Pedestal,” Gaussian, and Taylor. For convenience, we use following forms of these aperture illumination functions for the circular aperture:

\[
f_{ApPoly} = B + (1 - B) \left[ 1 - \left( \frac{2r}{d} \right)^2 \right]^2 \tag{12}
\]

\[
f_{ApGauss} = \exp \left[ -\left( \sqrt{-\ln B} \frac{2r}{d} \right)^2 \right] \tag{13}
\]

\[
f_{ApTaylor} = \frac{J_0 \left[ j \pi \beta \sqrt{1 - \left( \frac{2r}{d} \right)^2} \right]}{J_0[j \pi \beta]} \tag{14}
\]

where \( r \) is the value of the radius vector from the center of the circular aperture, \( d \) is the diameter of the antenna aperture, \( B \) is the aperture edge illumination taper \((0 \leq B \leq 1)\), and the constant \( \beta \) in the expression (14) can be found from the equation:

\[
J_0[j \pi \beta] = \frac{1}{B} \tag{15}
\]

The aperture edge illumination taper is usually expressed in dB, thus for convenience, we introduce the constant \( c \) that is associated with constant \( B \) by:

\[
c = -20 \log_{10} B \tag{16}
\]

Here’s another useful constant that is associated with constant \( B \) and will be extensively used throughout the chapter:

\[
b = 1 - B \tag{17}
\]

The example of all three circular aperture illumination functions (12) – (14) are shown in Figure 2 for comparison. As is seen from plots in Figure 2, expression (12) – (14) are normalized so that all aperture illuminations (12) – (14) have the same maximum value of 1 at the center of the aperture and the same minimum value at the edge of the aperture that is equal to the value of the aperture edge illumination taper \( B \).

Knowing the antenna aperture illuminations (12) – (14) and using the aperture approach for the antenna pattern calculation, the normalized antenna power pattern for the circular antenna aperture can be expressed, according to (Johnson at all, 1993) as follows:
Fig. 2. Comparison between “Polynomial-on-Pedestal” (solid red), Gaussian (long-dashed blue) and Taylor (short-dashed green) aperture illuminations for 10dB (upper) and 30dB (lower) circular aperture edge illumination taper.

5.2 Rectangular Antenna Aperture Case

It was assumed that for the case of the rectangular aperture the same aperture illumination functions (12) – (14) are applied in combination along each of the Cartesian coordinate $x$ and $y$ in a form of its direct product:

$$y_{ij}B_{xf}B_{yf}B_{xf} \times = \left(19\right)$$

where $i$ and $j$ stand for any of aperture illuminations (12) – (14). For example, the rectangular aperture illumination that is the “Polynomial-on-Pedestal” along the X-axis and is the Gaussian one along the Y-axis is described by the following expression:

$$F_{i_{xy}}(\theta) = \left[ \frac{\int_{0}^{0.5d} f_i(r, B)J_0(kr \sin \theta) dr}{\int_{0}^{0.5d} f_i(r, B) dr} \right]^2 \quad (18)$$

where $k = 2\pi/\lambda$ is the wavenumber, $\theta$ is the antenna pattern off-boresight angle, and the index $i$ stands for any of aperture illumination functions (12) – (14). For instance, $i = 1$ corresponds with the expression (12), $i = 2$ corresponds with the expression (13) and $i = 3$ corresponds with the expression (14).

It should be noted that in spite of well known deficiencies of the aperture approach for the antenna pattern calculation that approach is quite adequate for this particular application since in (1) only values of function (18) in the vicinity of the antenna main lobe are actually used. Plots in Figure 3 illustrate the difference between antenna patterns computed using (18) for all three aperture illuminations (12) – (14).

As is seen from these plots the difference between antenna patterns for all three aperture illuminations becomes noticeable well outside of the 3dB beamwidth off-boresight direction even for heavily tapered aperture illuminations. It should be also noticed that when the aperture edge illumination taper approaches 0dB, which means that the constant $B$
approaches 1, all three aperture illumination functions (12) – (14) approach the uniform illumination and thus, their antenna patterns are also converged to each other.

\[
\int_{-\infty}^{\infty} \sum_{i=1}^{3} \left( f_i(x, B_x) \times f_j(y, B_y) \right) \, dx \, dy
\]

where \( i \) and \( j \) stand for any of aperture illuminations (12) – (14). For example, the rectangular aperture illumination that is the “Polynomial-on-Pedestal” along the X-axis and is the Gaussian one along the Y-axis is described by the following expression:

\[
f_{ij}(x, y, B_x, B_y) = f_i(x, B_x) \times f_j(y, B_y)
\]
where $d_x$ and $d_y$ are the rectangular aperture width and height, $x$ and $y$ are coordinates in the aperture plane with the origin in the center of the aperture, and $B_x$ and $B_y$ are aperture edge illumination tapers that, in general, have different values along $X$ and $Y$ axes.

Based on the rectangular aperture illumination function (19) and using the same aperture approach that was used for the case of the circular aperture, the normalized antenna power pattern for the rectangular aperture can be written, according to (Johnson, R. C. at all, 1993) as follows:

$$f_{12}(x, B_x, y, B_y) = f_1(x, B_x) \times f_2(y, B_y) =$$

$$= \left[ B_x + (1 - B_x)\left(1 - \frac{2x^2}{d_x^2}\right) \right] \times \exp \left[ -\left(\sqrt{\ln B_y} \frac{2y^2}{d_y^2}\right)\right]$$

(20)

where $d_x$ and $d_y$ are the rectangular aperture width and height, $x$ and $y$ are coordinates in the aperture plane with the origin in the center of the aperture, and $B_x$ and $B_y$ are aperture edge illumination tapers that, in general, have different values along $X$ and $Y$ axes.

Based on the rectangular aperture illumination function (19) and using the same aperture approach that was used for the case of the circular aperture, the normalized antenna power pattern for the rectangular aperture can be written, according to (Johnson, R. C. at all, 1993) as follows:

$$F_{ij}(\theta, \varphi) = \left[ \int_{-\frac{d_y}{2}}^{\frac{d_y}{2}} \int_{-\frac{d_x}{2}}^{\frac{d_x}{2}} f_{ij}(x, B_x, y, B_y) \exp[k \sin \theta (x \cos \varphi + y \sin \varphi)] dx dy \right]^2$$

$$= \int_{-\frac{d_y}{2}}^{\frac{d_y}{2}} \int_{-\frac{d_x}{2}}^{\frac{d_x}{2}} f_{ij}(x, B_x, y, B_y) dx dy$$

(21)

where the integration can be done just across the quarter of the aperture because all integrand functions are even in respect to variables $x$ and $y$. Because all integrand functions are also separable in respect to variables $x$ and $y$, the expression (21) can be simplified even further and present the antenna pattern of the rectangular aperture as a product of two terms one of which contains integrals only along the $x$ coordinate axis and the other contains integrals only along the $y$ coordinate axis:

$$F_{ij}(\theta, \varphi) = \left[ \int_{-\frac{d_y}{2}}^{\frac{d_y}{2}} f_i(x, B_x) \exp[k x \sin \theta \cos \varphi] dx \right] \times \left[ \int_{-\frac{d_x}{2}}^{\frac{d_x}{2}} f_j(y, B_y) \exp[k y \sin \theta \sin \varphi] dy \right]$$

(22)

The expression (22) is valid for the rectangular aperture antenna pattern with separable aperture illuminations along $x$ and $y$ axes and means, for instance, that the antenna pattern in principal plane at $\varphi = 0^\circ$ depends only on the illumination function $f_i(x, B_x)$, while in the other principal plane at $\varphi = 90^\circ$, it depends only on the illumination function $f_j(y, B_y)$. Plots in Figure 4 illustrate the difference between antenna patterns in principal planes computed using (22) for all three aperture illuminations (12) – (14). These plots were calculated for the rectangular aperture with the same area as the area of the circular aperture that was used to calculate plots in Figure 3. As is seen from these plots, similarly to the circular aperture case differences in antenna patterns for all three aperture illuminations (12) – (14) become
noticeable well outside of the 3dB beamwidth off-boresight angles even for heavily tapered aperture illuminations. The comparison between antenna patterns for circular (Fig. 3) and rectangular (Fig. 4) antennas shows just some quantitative but not qualitative differences between them.

![Antenna Pattern, dB](image)

**Fig. 4.** Comparison between antenna patterns for “Polynomial-on-Pedestal” (solid red), Gaussian (long-dashed blue), and Taylor (short-dashed green) aperture illuminations with 10dB (upper) and 30dB (bottom) rectangular aperture edge illumination taper.

### 6. Simple and Accurate Approximation of Antenna HPBW for Circular and Rectangular Apertures

#### 6.1 Circular Antenna Aperture Case

Based on the general definition of the extended source correction factor (1) and using expressions (10), (11) for the source brightness distribution and expressions (18), (22) for the circular and rectangular aperture antenna power pattern, it is possible now to calculate the exact value for the extended source size correction factor. However, in order to compare the exact value of the extended source size correction factor with its approximations given by expressions (7) – (9), the value of the antenna pattern HPBW should be known with a high
degree of accuracy for each aperture illuminations (12) – (14) for circular and rectangular apertures. This is ultimately needed because the argument s of the extended source size correction factor approximate expressions (7) – (9) is defined as:

\[ s = \frac{\text{source diameter or source HPBW}}{\text{antenna HPBW}} \]  

(23)

According, for example, to (Johnson et al., 1993), the circular antenna HPBW can be estimated through the simple formula:

\[ HPBW = a \frac{\lambda}{d} \]  

(24)

where \( \lambda \) is a wavelength, \( d \) is the antenna diameter and the \( a \) is the beamwidth multiplier in degrees that depends on the type of aperture illumination and edge illumination taper. The rough estimation of \( a \) as a function of the aperture edge illumination taper, without taking into account the type of the aperture illumination, was given in (Johnson et al., 1993):

\[ a = 55.9486 + 1.05238c \]  

(25)

where \( c \) is defined in (16) as an absolute value of the edge illumination taper in dB. The number of significant digits in (25) is misleading because the six digits computational accuracy implied by the expression (25) cannot be achieved based solely on the value of the edge illumination taper, regardless of the type of the aperture illumination.

The numerical simulations of the circular antenna beamwidth using the expression (18) for the circular antenna radiation pattern and for all three type of aperture illuminations (12) – (14) give the values of the beamwidth multiplier \( a \) that are summarized in Table 1 and illustrated in Figure 5.

6.2 Rectangular Antenna Aperture Case

As it was mentioned in section 5.2 for the rectangular antenna aperture illuminated by the separable aperture illumination function (19), antenna pattern cuts in principal planes (along the X or Y axes) are independent of each other and, as it follows from (22), depend exclusively on its own aperture illumination function regardless of illumination function that is applied along the opposite axis in the aperture plane. Thus, to calculate the rectangular antenna HPBW in principal planes, one can still employ the expression (24) substituting the circular aperture diameter \( d \) by the width \( dx \) or the height \( dy \) of the rectangular aperture, respectively.

The numerical simulations of the rectangular antenna beamwidth using the expression (22) for the rectangular antenna radiation pattern and for all three type of aperture illuminations (12) – (14) give the values of the beamwidth multiplier \( a \) that are summarized in Table 2 and illustrated in Figure 6.
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Fig. 6. Approximate 3dB beamwidth multiplier $\alpha$ used in (24) as a function of edge illumination taper for rectangular aperture and “Polynomial-on-Pedestal” (solid red), Gaussian (long-dashed blue) and Taylor (short-dashed green) aperture illuminations.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Approximate Beamwidth Multiplier $\alpha$ in degrees Rectangular Aperture, $c \leq 40$ dB</th>
<th>Max Error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial</td>
<td>$50.677 + 0.9449c + 0.2964c^2 - 0.001694c^3 + 0.00001971c^4$</td>
<td>0.26</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$50.677 + 0.8236c + 0.011283c^2 - 0.0001402c^3$</td>
<td>0.037</td>
</tr>
<tr>
<td>Taylor</td>
<td>$50.677 + 0.863c + 0.0006c^2 - 0.000056c^3$</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 2. Approximate formulae for antenna pattern beamwidth multiplier $\alpha$ used in (24) for rectangular aperture.
The comparison between antenna beamwidth multipliers $a$ for circular and rectangular apertures shows that they are close to each other and have very similar behavior as a function of the aperture illumination and its edge illumination taper. As it appears from Figures 5 and 6 and Tables 1 and 2, the antenna beamwidth multiplier for rectangular aperture is slightly less than for the circular one. However, if one would compare the circular aperture with diameter $d_{\text{circle}}$ and the square apertures with the size $d_{\text{square}}$ that have the same area of aperture (26), which results the smaller linear size of the square aperture than the diameter of the corresponded circular aperture, the antenna beamwidth multipliers $a$ and therefore the antenna HPBW for circular and rectangular apertures become virtually the same.

$$\frac{a d_{\text{circle}}^2}{4} = d_{\text{square}}^2 \quad (26)$$

Using (24) and the appropriate value of the beamwidth multiplier $a$ derived from the Figures 5 and 6 or Tables 1 and 2 it’s easy to calculate the antenna HPBW for the respective aperture geometry and illumination with a high degree of accuracy shown in Tables 1 and 2 without the use of complicated and sometime impractical integration. It should be noted that this possibility is very instrumental by itself, regardless of the calculation of the extended source size correction factor.

7. Approximation of Exact Value of Extended Source Size Correction Factor

7.1 Circular Antenna Aperture Case

Based on some earlier studies (Solovey & Mittra, 2008) and on an extensive numerical simulations of the extended source size correction factor using its definition (1) with all combinations of the extended source brightness distributions (10) and (11) and aperture illuminations (12) – (14) for circular aperture, it was found that the most convenient way to approximate the exact value of the extended source size correction factor is to present it in the following form:

$$10\log_{10} K = 10\log_{10} K_{\text{approx}} - \text{Corrective Term} \quad (27)$$

where $K_{\text{approx}}$ is given by one of the expressions (7) or (9) and the value of the Corrective Term should be calculated using the formulae in Tables 3 – 6 or picked up from plots in Figures 7 - 10. In those Tables and Figures the Corrective Term is expressed in dB and presented as a function of the ratio of the extended source size or HPBW to the antenna HPBW, the type of the aperture illumination and the illumination taper.

(a) Uniform Source Brightness Distribution. It was found that for the extended radio source with the uniform source brightness distribution (10) and for the circular antenna aperture, the best approximation of the extended source size correction factor is achieved when expression (9) for the $K_{\text{approx}}$ is used in (27):

$$10\log_{10} K = 10\log_{10} \left[ \frac{(1.616s)^2}{4[1 - J_1^2(1.616s) - J_0^2(1.616s)]} \right] - \text{Corrective Term} \quad (28)$$
where the Corrective Term can be found either from plots in Figures 7 and 8 or from formulae in Tables 3 and 4 and the value of $s$ is restricted by $s < 3$, while the value of $c$ is restricted by $c < 30$. As a reminder, the variable $s$ in (28) and Tables 3 and 4 is defined by (23) and variables $c$ and $b$ in Tables 3 and 4 are defined by (16) and (17). In addition, the calculation errors of the extended source correction factor with and without the Corrective Term are also shown in Tables 3 and 4. As is seen from these Tables, the application of the Corrective Term decreases the calculation error of the extended source correction factor for the extended radio sources with the uniform source brightness distribution from the 0.038dB – 0.32dB to the 0.0051dB – 0.050dB.

By and large, the complexity of the Corrective Term polynomial can be increased to achieve even a smaller calculation error of the extended source correction factor. However, here and further in this chapter, the complexity of the polynomial was chosen on an ad hoc basis as a compromise between the tolerance delivered by the Corrective Term and the complexity of its polynomial. Another reason why one should not try to increase the complexity of the Corrective Term polynomial out of proportion in order to achieve increasingly lower error of the extended source correction factor approximation (27), especially for the values of $s$ that are essentially more than 1 is this. While for the small values of $s$ that are well within the antenna pattern main lobe, the expressions (18) and (22) for the circular and rectangular antenna patterns describe the shape of antenna pattern of real antennas fairly accurately, for the $s > 1$ the accuracy of the theoretical antenna pattern representation becomes progressively lower. The antenna pattern of real antennas outside of the main lobe essentially depends on many fine details of the particular antenna system including but not limited to the aperture blockage by the feeder(s) and struts, the fine differences between the real aperture illumination and its approximate representation by the formulae (12) – (14), etc. While those fine details have very limited influence on the shape of the main lobe of antenna pattern, they greatly affect the shape of even closest antenna sidelobes. That is why the extended source size correction factor approximation (27) was done just within the $s < 3$ ratio and that is why it makes little sense to increase the complexity of the Corrective Term polynomial far more than it is necessarily to achieve a few hundredth of dB tolerance for $s < 1.5$ values and a few tenth of dB tolerance for $s < 3$ values.

(b) Gaussian Source Brightness Distribution. It was found that for the extended radio source with the Gaussian source brightness distribution (11) and the circular antenna aperture the best approximation of the extended source size correction factor is achieved when the expression (7) for the $K_{approx}$ is used in (27):

$$10 \log_{10} K = 10 \log_{10} \left[ 1 + x^2 \right] - \text{Corrective Term} \quad (29)$$

where the value of the Corrective Term can be found either from plots in Figures 9 and 10 or from formulae in Tables 5 and 6 and the value of $s$ is restricted by $s < 3$, while the value of $c$ is restricted by $c < 30$. In addition, the errors in calculation of the extended source correction factor with and without the Corrective Term are also shown in Tables 5 and 6. As is seen from these Tables, the application of the Corrective Term decreases the calculation error of the extended source size correction factor for the extended radio sources with the Gaussian source brightness distribution from 0.19dB – 0.29dB to 0.025dB – 0.045dB.
Fig. 7. **Corrective Term** for circular aperture and uniform source brightness distribution.

*Plots legend* for aperture illuminations: “Polynomial-on-Pedestal” (upper), Gaussian (mid) and Taylor (bottom) aperture illuminations;

*Curves legend* for aperture illumination tapers: 0dB (solid red), 4dB (long-dashed dark blue), 8dB (short-dashed green), 12dB (long-dashes-dotted light blue), 15dB (long-dashes-double-dotted yellow) and 30dB (long-dashes-triple-dotted purple);
Fig. 8. Corrective Term for circular aperture and uniform source brightness distribution.

*Plots legend* for aperture illuminations: “Polynomial-on-Pedestal” (upper), Gaussian (mid) and Taylor (bottom) aperture illuminations;

*Curves legend* for aperture illumination tapers: 0dB (solid red), 4dB (long-dashed dark blue), 8dB (short-dashed green), 12dB (long-dashes-dotted light blue), 15dB (long-dashes-double-dotted yellow) and 30dB (long-dashes-triple-dotted purple).
Fig. 8. **Corrective Term** for approximate expression of extended source size correction factor, dB.

![Graph](image.png)

Fig. 9. **Corrective Term** for circular aperture and Gaussian source brightness distribution.

*Plots legend* for aperture illuminations: “Polynomial-on-Pedestal” (upper), Gaussian (mid) and Taylor (bottom) aperture illuminations;

*Curves legend* for aperture illumination tapers: 0dB (solid red), 4dB (long-dashed dark blue), 8dB (short-dashed green), 12dB (long-dashes-dotted light blue), 15dB (long-dashes-double-dotted yellow) and 30dB (long-dashes-triple-dotted purple);
Plots legend for aperture illuminations: “Polynomial-on-Pedestal” (upper), Gaussian (mid) and Taylor (bottom) aperture illuminations;
Curves legend for aperture illumination tapers: 0dB (solid red), 4dB (long-dashed dark blue), 8dB (short-dashed green), 12dB (long-dashes-dotted light blue), 15dB (long-dashes-double-dotted yellow) and 30dB (long-dashes-triple-dotted purple);
### Table 3. Corrective Term for Extended Radio Source with Uniform Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Circular Aperture, s ≤ 1.5, c ≤ 30dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum Error without Corrective Term 0.038dB</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td>((-0.00249s - 0.00516s^2 + 0.00197s^3) + b(-0.00559s - 0.01423s^2 + 0.01541s^3) + b^2(0.01411s - 0.07224s^2 + 0.04739s^3))</td>
<td>0.0004 0.0017</td>
</tr>
<tr>
<td>Gaussian</td>
<td>((-0.0115s + 0.0153s^2 - 0.005s^3) + b(0.0518s - 0.0504s^2 + 0.0064s^3) + b^2(-0.0318s - 0.0672s^2 + 0.0735s^3))</td>
<td>0.0010 0.0051</td>
</tr>
<tr>
<td>Taylor</td>
<td>((-0.0061s + 0.0079s^2 - 0.0027s^3) + b(0.0292s - 0.0401s^2 + 0.01294s^3) + b^2(-0.0155s - 0.0483s^2 + 0.0481s^3))</td>
<td>0.00054 0.0027</td>
</tr>
</tbody>
</table>

### Table 4. Corrective Term for Extended Radio Source with Uniform Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Circular Aperture, 1.5 ≤ s ≤ 3.0, c ≤ 30dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum Error without Corrective Term 0.32dB</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td>((-0.03761s + 0.03033s^2 - 0.00622s^3) + b(-0.0663s + 0.29041s^2 - 0.0705s^3) + b^2(-0.23992s + 0.20878s^2 - 0.03424s^3))</td>
<td>0.0075 0.021</td>
</tr>
<tr>
<td>Gaussian</td>
<td>((0.002s - 0.0007s^2 + 0.0018s^3) + b(-0.2597s + 0.0739s^2 - 0.0348s^3) + b^2(-0.5513s + 0.532s^2 - 0.0915s^3))</td>
<td>0.017 0.050</td>
</tr>
<tr>
<td>Taylor</td>
<td>((-0.0089s + 0.0082s^2 - 0.0093s^3) + b(-0.1152s + 0.1237s^2 - 0.0378s^3) + b^2(-0.3863s + 0.3728s^2 - 0.0675s^3))</td>
<td>0.0093 0.028</td>
</tr>
</tbody>
</table>

### 7.2 Rectangular Antenna Aperture Case

Based on the extensive numerical simulations of the extended source size correction factor using its definition (1) with all combinations of the extended source brightness distributions (10) and (11) and aperture illuminations (12) – (14) along X and Y axes for the rectangular antenna aperture, it was found that the most convenient way to approximate the exact value of the extended source size correction factor is to present it by the same formula (27) that was used in the circular aperture case. Indeed, the particular expressions for the $K_{\text{approx}}$ and the Corrective Term for rectangular and circular apertures are different. Too many combinations of aperture illumination functions and its tapers along each X and Y axes for the rectangular aperture make it impractical to present the Corrective Term in the form of plots. Instead, for rectangular apertures, the Corrective Term is presented by formulae only.

(a) **Uniform Source Brightness Distribution.** It was found that for the extended radio source with the uniform source brightness distribution (10) and the rectangular antenna aperture the best approximation of the extended source size correction factor is achieved when the expressions (8) for the $K_{\text{approx}}$ are used in (27) along X and Y axes of rectangular aperture:

$$10\log_{10}K = 10\log_{10}\left[\frac{(s_1\sqrt{2})^2}{\sqrt{1 - \exp[-(s_1\sqrt{2})^2]}} \times \frac{(s_2\sqrt{2})^2}{1 - \exp[-(s_2\sqrt{2})^2]}\right] - \text{Corrective Term} \quad (30)$$

where the Corrective Term can be found from formulae in Tables 7 and 8 and values of $s_1$ and $s_2$ are restricted by $s_1, s_2 < 3$, while values of $c_1$ and $c_2$ are restricted by $c_1, c_2 < 30$. Indexes 1
and 2 correspond with X and Y axes in plane of the rectangular aperture. In addition, the calculation errors of the extended source correction factor with and without the Corrective Term are also shown in Tables 7 and 8. As is seen from these Tables, the application of the Corrective Term decreases the calculation error of the extended source correction factor for the extended radio sources with the uniform source brightness distribution from 0.076dB – 0.34dB to 0.011dB – 0.072dB.

(b) Gaussian Source Brightness Distribution. It was found that for extended radio sources with the Gaussian source brightness distribution (11) and the rectangular antenna aperture the best approximation of the extended source size correction factor is achieved when the expressions (7) for the $K_{approx}$ are used in (27) along X and Y axes of rectangular aperture:

$$10\log_{10} K = 10\log_{10} \left[ \sqrt{(1 + s_1^2) \times (1 + s_2^2)} \right] - \text{Corrective Term} \quad (31)$$

where the value of the Corrective Term can be found from formulae in Tables 9 – 11 and values of $s_1$ and $s_2$ are restricted by $s_1, s_2 \leq 3$, while values of $c_1$ and $c_2$ are restricted by $c_1, c_2 < 30$. In addition, calculation errors of the extended source correction factor with and without the Corrective Term are also shown in Tables 9 – 11. As is seen from these Tables, the application of the Corrective Term decreases the calculation error of the extended source correction factor for the extended radio sources with the Gaussian source brightness distribution from 0.085dB – 2.18dB to 0.011dB – 0.40dB.

### 7.3 Extended Source Size Correction Factor Calculation Scheme

Here is a short, step by step summary of how to calculate the extended source size correction factor using the approach discussed in this chapter:

(a) Based on the given antenna aperture illumination taper(s) and using (16), find the value of variable $c$ for circular or values of variables $c_1$ and $c_2$ for rectangular antennas.

(b) Based on the given antenna aperture illumination taper(s) and using (17), find the value of variable $b$ for circular or values of variables $b_1$ and $b_2$ for rectangular antennas.

(c) Based on the given antenna aperture illumination and its taper(s), find the antenna HPBW multiplier $a$ using the appropriate formula from Table 1 or plot from Fig. 5 for circular antenna aperture. For the rectangular antenna use Table 2 or plots from Fig. 6.

(d) Using (24) find the antenna HPBW for circular or two values of the antenna HPBW in the principal planes for rectangular antennas.

(e) Based on the given source brightness distribution and its angular size, and using (23), find the value of variable $s$ for circular or values of variables $s_1$ and $s_2$ for rectangular antennas.

(f) Based on the given source brightness distribution and antenna aperture illumination, find the approximate value of the extended source size correction factor $K$ using either formulae (28) or (29) for circular or formulae (30) or (31) for rectangular antennas. The Corrective Term in those formulae can be found from either plots in Figures 7 – 10 or Tables 3 – 7 for the circular aperture. For the rectangular aperture the Corrective Term can be found from Tables 7 – 11.
Based on the given antenna aperture illumination taper(s) and using (16), find the value of variable \( c \) for circular or values of variables \( s_1, s_2 < 3 \) for rectangular antennas. For the rectangular aperture, the corrective term can be found from formulae in Tables 9 – 11 and plots in Figures 7 – 10. The corrective term decreases the calculation error of the extended source correction factor with and without Gaussian source brightness distribution. It was found that for extended radio sources using (27) for circular or (28) for rectangular antennas, the best approximation of the extended source size correction factor is achieved when the corrective term is used in (28) or (29) for circular or formulae (30) or (31) for rectangular antennas. The corrective term can be found from formulae in Tables 9 – 11 and plots in Figures 7 – 10.

### Table 5. Corrective Term for Extended Radio Source with Gaussian Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Error without Corrective Term 0.19dB</td>
<td>rms</td>
</tr>
<tr>
<td>Polynomial</td>
<td>((0.1388s - 0.2485s^2 + 0.0431s^3) + b(0.0973s - 0.1767s^2 + 0.081s^3) + b^2(-0.0171s + 0.3195s^2 - 0.1144s^3))</td>
<td>0.0051</td>
</tr>
<tr>
<td>Gaussian</td>
<td>((0.0575s - 0.0822s^2 - 0.0297s^3) + b(0.4417s - 0.8687s^2 + 0.3551s^3) + b^2(-0.4637s + 0.9003s^2 - 0.3299s^3))</td>
<td>0.0067</td>
</tr>
<tr>
<td>Taylor</td>
<td>((0.0824s - 0.1285s^2 - 0.0117s^3) + b(0.3336s - 0.6783s^2 + 0.298s^3) + b^2(-0.353s + 0.7089s^2 - 0.283s^3))</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

### Table 6. Corrective Term for Extended Radio Source with Gaussian Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Error without Corrective Term 0.29dB</td>
<td>rms</td>
</tr>
<tr>
<td>Polynomial</td>
<td>((-0.1533s + 0.0001s^2 + 0.0097s^3) + b(0.1888s - 0.1559s^2 + 0.0186s^3) + b^2(-0.0528s + 0.1031s^2 - 0.0163s^3))</td>
<td>0.0051</td>
</tr>
<tr>
<td>Gaussian</td>
<td>((-0.1442s + 0.0038s^2 + 0.0086s^3) + b(0.0864s - 0.168s^2 + 0.0261s^3) + b^2(0.052s + 0.1223s^2 - 0.0256s^3))</td>
<td>0.018</td>
</tr>
<tr>
<td>Taylor</td>
<td>((-0.1528s + 0.0063s^2 + 0.008s^3) + b(-0.011s - 0.0322s^2 - 0.002s^3) + b^2(0.1657s - 0.0478s^2 + 0.0104s^3))</td>
<td>0.0089</td>
</tr>
</tbody>
</table>

### Table 7. Corrective Term for Extended Radio Source with Uniform Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Error without Corrective Term 0.076dB</td>
<td>rms</td>
</tr>
<tr>
<td>Polynomial</td>
<td>(0.0193(s_1+s_2) + 0.0228(s_1^2+s_2^2) - 0.0083(s_1s_2) - 0.0271(s_1s_2)^2 - 0.0254(s_1b_1+s_2b_2) + 0.0143(s_1^2b_1 + s_2^2 b_2) + 0.00013 s_1s_2(b_1+b_2))</td>
<td>0.0014</td>
</tr>
<tr>
<td>Polynomial</td>
<td>(0.0215(s_1+s_2) + 0.0215(s_1^2+s_2^2) - 0.0087(s_1s_2) - 0.0269(s_1s_2)^2 - 0.0297(s_1b_1+s_2b_2) + 0.0167(s_1^2b_1 + s_2^2 b_2))</td>
<td>0.0023</td>
</tr>
<tr>
<td>Gaussian</td>
<td>(0.02(s_1+s_2) + 0.0223(s_1^2+s_2^2) - 0.0075(s_1s_2) - 0.0274(s_1s_2)^2 - 0.0253(s_1b_1+s_2b_2) + 0.0143(s_1^2b_1 + s_2^2 b_2))</td>
<td>0.0016</td>
</tr>
<tr>
<td>Taylor</td>
<td>(0.0239(s_1+s_2) + 0.0202(s_1^2+s_2^2) - 0.0092(s_1s_2) - 0.0267(s_1s_2)^2 - 0.034(s_1b_1+s_2b_2) + 0.0192(s_1^2b_1 + s_2^2 b_2))</td>
<td>0.0027</td>
</tr>
<tr>
<td>Gaussian</td>
<td>(0.0223(s_1+s_2) + 0.021(s_1^2+s_2^2) - 0.008(s_1s_2) - 0.0271(s_1s_2)^2 - 0.0296(s_1b_1+s_2b_2) + 0.0167(s_1^2b_1 + s_2^2 b_2))</td>
<td>0.0024</td>
</tr>
<tr>
<td>Taylor</td>
<td>(0.02075(s_1+s_2) + 0.02176(s_1^2+s_2^2) - 0.00686(s_1s_2) - 0.02762(s_1s_2)^2 - 0.02528(s_1b_1+s_2b_2) + 0.0143(s_1^2b_1 + s_2^2 b_2))</td>
<td>0.0017</td>
</tr>
</tbody>
</table>
### Table 8. Corrective Term for Extended Radio Source with Uniform Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polynomial</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rectangular Aperture, s ≤ 3.0, c ≤ 30dB</td>
<td>-0.0284(s₁+s₂) + 0.0325(s₁²+s₂²) - 0.1447(s₁s₂) + 0.0097(s₁³+s₂³) - 0.0994(s₁s₂² + s₂s₁²) - 0.0029(s₁⁴+s₂⁴) + 0.0183(s₁s₂³ + s₂s₁³) + 0.0041(s₁s₂)² + 0.0256(s₁b₁+s₂b₂) - 0.0059(s₁b₁²+s₂b₂²)</td>
<td>0.011</td>
</tr>
<tr>
<td>Maximum Error without Corrective Term</td>
<td></td>
<td>0.34dB</td>
</tr>
<tr>
<td>Gaussian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0429(s₁s₂) - 0.07451(s₁²+s₂²) + 0.15911(s₁s₂) + 0.14348(s₁³+s₂³) - 0.10923(s₁s₂² + s₂s₁²) - 0.03264(s₁⁴+s₂⁴) + 0.02107(s₁s₂³ + s₂s₁³) + 0.00388(s₁s₂)² + 0.0256(s₁b₁+s₂b₂) - 0.00593(s₁b₁²+s₂b₂²)</td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>Polynomial Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0141(s₁+s₂) + 0.0065(s₁²+s₂²) + 0.1502(s₁s₂) + 0.0224(s₁³+s₂³) - 0.1007(s₁s₂² + s₂s₁²) - 0.0049(s₁⁴+s₂⁴) + 0.0182(s₁s₂³ + s₂s₁³) + 0.0046(s₁s₂)² + 0.0256(s₁b₁+s₂b₂) - 0.00593(s₁b₁²+s₂b₂²)</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>Gaussian Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.026(s₁+s₂) + 0.027(s₁²+s₂²) + 0.143(s₁s₂) + 0.014(s₁³+s₂³) - 0.099(s₁s₂² + s₂s₁²) - 0.004(s₁⁴+s₂⁴) + 0.018(s₁s₂³ + s₂s₁³) + 0.004(s₁b₁+s₂b₂) - 0.026(s₁b₁²+s₂b₂²) + 0.006(s₁b₂+s₂b₁) -0.014(s₁b₁²+s₂b₂²) + 0.06(s₁b₂²+s₂b₁²)</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.072</td>
</tr>
<tr>
<td>Gaussian Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.02926(s₁+s₂) + 0.039(s₁²+s₂²) + 0.14537(s₁s₂) + 0.00598(s₁³+s₂³) - 0.1002(s₁s₂² + s₂s₁²) - 0.0023(s₁⁴+s₂⁴) + 0.01853(s₁s₂³ + s₂s₁³) + 0.00414(s₁s₂)² - 0.01783(s₁b₁+s₂b₂) + 0.0042(s₁b₂+s₂b₁) -0.0107(s₁b₁+s₂b₂)² +0.04706(s₁b₁²+s₂b₂²) -0.00019(s₁+s₂)b₁b₂</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.064</td>
</tr>
<tr>
<td>Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.02138(s₁+s₂) + 0.02502(s₁²+s₂²) + 0.14732(s₁s₂) +0.01115(s₁³+s₂³) - 0.10045(s₁s₂² + s₂s₁²) - 0.00296(s₁⁴+s₂⁴) + 0.01849(s₁s₂³ + s₂s₁³) + 0.00424(s₁s₂)² +0.02554(s₁b₁+s₂b₂) - 0.00592(s₁b₁²+s₂b₂²)</td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.060</td>
</tr>
</tbody>
</table>

### Table 9. Corrective Term for Extended Radio Source with Gaussian Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polynomial</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rectangular Aperture, s ≤ 1.0, c ≤ 30dB</td>
<td>0.0601(s₁s₂) - 0.0371(s₁²+s₂²) - 0.0033(s₁s₂) + 0.0378(s₁s₂)² - 0.031(s₁b₁+s₂b₂) + 0.0315(s₁b₁²+s₂b₂²)</td>
<td>0.0032</td>
</tr>
<tr>
<td>Maximum Error without Corrective Term</td>
<td></td>
<td>0.085dB</td>
</tr>
<tr>
<td>Gaussian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0597(s₁+s₂) - 0.037(s₁²+s₂²) + 0.003(s₁s₂) + 0.0356(s₁s₂)² - 0.0346(s₁b₁+s₂b₂) + 0.0369(s₁b₁²+s₂b₂²) - 0.0042s₁s₂(b₁+b₂)</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td>Polynomial Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0433(s₁+s₂) - 0.0164(s₁²+s₂²) - 0.0028(s₁s₂) + 0.037(s₁s₂)² - 0.0016(s₁b₁+s₂b₂) - 0.0044(s₁b₁²+s₂b₂²)</td>
<td>0.0036</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.011</td>
</tr>
<tr>
<td>Gaussian Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0666(s₁+s₂) - 0.0437(s₁²+s₂²) - 0.009(s₁s₂) + 0.0392(s₁s₂)² - 0.0334(s₁b₁+s₂b₂) + 0.044(s₁b₁²+s₂b₂²) + 0.0033s₁s₂(b₁+b₂) - 0.0115(s₁b₁²+s₂b₂²) - 0.0009(s₁+s₂)b₁b₂</td>
<td>0.0033</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.012</td>
</tr>
<tr>
<td>Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0643(s₁+s₂) - 0.0417(s₁²+s₂²) - 0.0081(s₁s₂) + 0.0379(s₁s₂)² - 0.0291(s₁b₁+s₂b₂) + 0.0382(s₁b₁²+s₂b₂²) + 0.0032s₁s₂(b₁+b₂) - 0.0094(s₁b₁²+s₂b₂²) + 0.0001(s₁+s₂)b₁b₂</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antenna Aperture Illumination</td>
<td>Corrective Term, dB</td>
<td>Maximum Error without Corrective Term</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynomial Polynomial</td>
<td>-0.0216(s_1 s_2^2) + 0.0778(s_1^2 s_2^2) - 0.0747(s_1 s_2) + 0.148(s_1^2 + s_2^2) - 0.0671(s_1^2 + s_2^2) + 0.036(s_1 s_2^2) + 0.0502(s_1 s_2) + 0.0033(s_1 b_1 s_2 b_2) - 0.0016(s_1 b_2 + s_2 b_1)</td>
<td>0.0033</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynomial Taylor</td>
<td>0.0187(s_1 + s_2) + 0.0553(s_1^2 + s_2^2) - 0.0558(s_1 s_2) + 0.0226(s_1 + s_2^2) - 0.0144(s_1 s_2^2) + 0.0701(s_1^2 + s_2^4) + 0.0336(s_1 s_2^3) + 0.0851(s_1 s_2^2) - 0.0207(s_1 b_1 + s_2 b_2) - 0.0024(s_1 b_2 + s_2 b_1)</td>
<td>0.0034</td>
</tr>
<tr>
<td>Gaussian Taylor</td>
<td>0.0217(s_1 + s_2) + 0.0631(s_1^2 + s_2^2) - 0.0782(s_1 s_2) + 0.0071(s_1 + s_2^2) + 0.0106(s_1 s_2^2) + 0.0642(s_1^2 + s_2^4) + 0.0309(s_1 s_2^3) + 0.0851(s_1 s_2^2) - 0.0207(s_1 b_1 + s_2 b_2) - 0.0024(s_1 b_2 + s_2 b_1)</td>
<td>0.0042</td>
</tr>
<tr>
<td>Taylor</td>
<td>0.0017(s_1 + s_2) + 0.063(s_1^2 + s_2^2) - 0.07(s_1 + s_2^2) - 0.0025(s_1 s_2) + 0.12(s_1 + s_2^2) - 0.003(s_1 s_2^2) + 0.066(s_1 + s_2^4) + 0.031(s_1 s_2^2) + s_2 s_1 b_1</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.0017(s_1 + s_2) + 0.063(s_1^2 + s_2^2) - 0.07(s_1 + s_2^2) - 0.0025(s_1 s_2) + 0.12(s_1 + s_2^2) - 0.003(s_1 s_2^2) + 0.066(s_1 + s_2^4) + 0.031(s_1 s_2^2) + s_2 s_1 b_1</td>
<td>0.0038</td>
</tr>
</tbody>
</table>

Table 10. Corrective Term for Extended Radio Source with Gaussian Brightness Distribution.

<table>
<thead>
<tr>
<th>Antenna Aperture Illumination</th>
<th>Corrective Term, dB</th>
<th>Maximum Error without Corrective Term</th>
<th>Error, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>rms</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>max</td>
</tr>
<tr>
<td>Polynomial Polynomial</td>
<td>-0.0714(s_1 + s_2) + 0.4084(s_1^2 + s_2^2) - 0.4646(s_1 s_2) - 0.4509(s_1^2 + s_2^3) + 0.375(s_1 s_2^2) + 0.1035(s_1^2 + s_2^4) - 0.088(s_1 s_2^2) + s_2 s_1 b_1 + 0.009(s_1 b_1 + s_2 b_1) - 0.18(s_1 b_2 + s_2 b_2) + 0.072(s_1 b_2^2 + s_2 b_2^2) - 0.0008(s_1 b_2^2 + s_2 b_2^2)</td>
<td>0.044</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.048</td>
</tr>
<tr>
<td>Polynomial Taylor</td>
<td>-0.0473(s_1 + s_2) + 0.0121(s_1^2 + s_2^2) + 0.3153(s_1 s_2) - 0.1709(s_1^3 + s_2^3) + 0.0852(s_1 s_2^2) + 0.0527(s_1^2 + s_2^4) - 0.062(s_1 s_2^2) + s_2 s_1 b_1 + 0.009(s_1 b_1 + s_2 b_1) - 0.18(s_1 b_2 + s_2 b_2) + 0.072(s_1 b_2^2 + s_2 b_2^2) - 0.0008(s_1 b_2^2 + s_2 b_2^2)</td>
<td>0.043</td>
<td>0.30</td>
</tr>
<tr>
<td>Gaussian Taylor</td>
<td>-0.0715(s_1 + s_2) + 0.0526(s_1^2 + s_2^2) + 0.2655(s_1 s_2) - 0.1384(s_1^3 + s_2^3) + 0.1023(s_1 s_2^2) + 0.0475(s_1^2 + s_2^4) - 0.0634(s_1 s_2^3) + s_2 s_1 b_1 + 0.0053(s_1 s_2^2) + 0.0546(s_1 b_1 + s_2 b_2)</td>
<td>0.077</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>-0.0193(s_1 + s_2) + 0.0554(s_1^2 + s_2^2) + 0.211(s_1 s_2) - 0.1505(s_1^3 + s_2^3) + 0.1306(s_1 s_2^2) + 0.0512(s_1^2 + s_2^4) - 0.0694(s_1 s_2^3) + s_2 s_1 b_1 + 0.0135(s_1 s_2^2) - 0.0427(s_1 b_1 + s_2 b_2) + 0.0142(s_1 b_1 + s_2 b_2) + 0.0223(s_1 b_2^2 + s_2 b_2^2) + 0.093(s_1 b_2^2 + s_2 b_2^2) - 0.0018(s_1 + s_2) b_1 b_2</td>
<td>0.071</td>
<td>0.34</td>
</tr>
<tr>
<td>Taylor</td>
<td>-0.0156(s_1 + s_2) + 0.2169(s_1^2 + s_2^2) + 0.2902(s_1 s_2) - 0.2838(s_1^3 + s_2^3) + 0.0916(s_1 s_2^2) + 0.0716(s_1^2 + s_2^4) - 0.0621(s_1 s_2^3) + s_2 s_1 b_1 + 0.0164(s_1 s_2^2) + 0.037(s_1 b_2 + s_2 b_2)</td>
<td>0.071</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 11. Corrective Term for Extended Radio Source with Gaussian Brightness Distribution.
8. Conclusion

The calculation of the extended source size correction factor that is widely utilized in antenna gain measurements of electrically large antennas using the cosmic radio sources whose size is comparable or even larger than the antenna beamwidth was considered. The analytical expressions for the extended source size correction factor developed in the literature were examined and their areas of applicability and associated errors were investigated for uniform and Gaussian radio source brightness distributions, “Polynomial-on-Pedestal,” Gaussian and Taylor antenna aperture illuminations with up to 30dB aperture edge illumination taper(s) and for circular and rectangular antenna apertures. Accurate analytical expressions for the extended source size correction factor for all of the above combinations of source brightness distributions, aperture illuminations and antenna shapes along with their tolerances were found for the case when the extended cosmic radio source size or its beamwidth is up to 3 times bigger than the antenna beamwidth. In addition, accurate analytical expressions for the antenna beamwidth for same combinations of source brightness distributions, aperture illuminations and antenna shapes along with their tolerances were also found. Attained results eliminate the need to perform complicated and often impractical numerical integrations in case of the particular measurement. The approximate analytical expressions of the extended source size correction factor for rectangular antenna aperture and accurate analytical expressions for the antenna beamwidth as well as the assessment of their tolerances are obtained for the first time in literature.
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1. Introduction

During the last years, a sustained growth in the number of users in mobile communication systems has led the necessity to increase their capacity. With the imminent arrival of the fourth generation and the deployment of new high data rate services, the increasing of system capacity is essential. Adaptive arrays and MIMO antennas (multiple input and multiple output) become a promising affordable solution. The use of these techniques will not only increase the capacity but also they improve the signal quality, coverage range and they simplify the application of new services by exploiting the specific characteristics of these antenna systems. However, the introduction of these technologies involves changes in network planning and deployment, in addition, the increased complexity of both the tranceptors as the radio resource management. In these new radio technologies, antenna system devices shall be designed to get advantage from the multipath. Moreover antennas cannot be considered apart from the radio channel to define the whole structure of radio-communication system, as well as, its management and planning. This is why this chapter addresses the analysis of antennas in a multipath environment. The chapter consists of four more sections. The following one is a comprehensive and detailed analysis from the point of view of the electromagnetic theory of a receiving antenna. It will be the basis for the third section, which presents the time analysis of the output antenna signals with deep fading, oriented to a better understanding of more complex systems as the MIMO ones. In this case, the procedure is used to evaluate the spatial correlation between radiators. The fourth section provides a brief description of fading signals from a statistical point of view, deepening into the classification of radio channels. The fifth section presents some conclusions and a list of references.

2. Receiving antenna

When a wave arrives to an antenna, it will circulate a current on the antenna conductors; inducing an electromotive force (e.m.f) (at the input terminals of the antenna, so it excites a guided wave through the receiver input. In Figure 1 this situation is outlined, where $Z_R$ is the input impedance of the receiver (neglecting the input transmission line, that is to say, the
receiver input impedance reflected at the terminals of the line connected to the antenna). This situation is quite common using transmission lines matched to the receiver impedance.

![Fig. 1. Equivalent circuit of the receiving antenna](image1)

Please, note that under these conditions, the antenna behaves as a generator with an input impedance equal to the output transmitting antenna impedance. The remaining problem to solve is the ratio of effective field incident on the antenna and induced e.m.f on its terminals. In order to study this problem, the reciprocity theorem shall be applied to the situations that are shown in Figure 2.

![Fig. 2. Equivalent quadripole, linear and reciprocal, to study the interaction between a transmitter and a receiver antenna](image2)

Consider any two antennas, placed arbitrarily in free space mutually in far zone, in order to obtain the voltages and currents on their terminals, the previous proposed model that describes a link between two antennas as a linear and reciprocal quadripole will be used. If the terminals 1-1’ of the quadripole of Figure 2a is connected to a generator the e.m.f $e_1$ and impedance $Z_1$, at Terminal 2-2’, connected to a load $Z_2$, it circulates a current $I_{21}$. If a generator, with an e.m.f $e_2$ and output impedance $Z_2$, is connected to the terminals 2-2’ (Figure 2b), and a load $Z_1$ is connected to terminals 1-1’, it circulates a current $I_{12}$. According to the reciprocity theorem (Monson, 1996):

$$\frac{e_1}{I_{21}} = \frac{e_2}{I_{12}} \quad (1)$$

and following the formula of an antenna in far field, the situation shown in Figure 2a the actual value of the field produced by the antenna 1 in the location of the antenna 2 can be determined (Dolujanov, 1965):
\[ E_{21} = \frac{\sqrt{30 \cdot D_{\text{Max}} \cdot P_{\text{Rad}}}}{r} \cdot F_{C1}(\theta_{21}, \phi_{21}) \]  
(2)

where the subscript 1 refers to the first antenna; \( \theta_{21} \) y \( \phi_{21} \) are the angles that define the direction in which the antenna 2, and \( F_{C1} \cdot \) is the radiation pattern (directional characteristic). The coordinate system is placed on the antenna 1. Every one of the parameters included in the formula (2) refers to the resulting field of the antenna (superposition of the main polarization and the cross-polarization). At the input of the antenna 1, the effective value of current will be:

\[ I_1 = \frac{e_1}{Z_{A1} + Z_1} \]

Likewise, according to the expression of the radiation resistance of an antenna (Nikolski, 1976), this is:

\[ P_{\text{Rad1}} = I_1^2 \cdot R_{\text{Rad}} = \left| \frac{e_1}{Z_{A1} + Z_1} \right| \cdot R_{\text{Rad1}} \]

Substituting this result in (2) and clearing \( e_1 \), it gets:

\[ e_1 = \frac{E_{21} \cdot |Z_{A1} + Z_1| \cdot r}{\sqrt{30 \cdot R_{\text{Rad1}} \cdot D_{\text{Max1}} \cdot F_{C1}(\theta_{21}, \phi_{21})}} \]

(3)

When repeating the above analysis to the situation shown in Figure 2b, it gets:

\[ e_2 = \frac{E_{12} \cdot |Z_{A2} + Z_2| \cdot r}{\sqrt{30 \cdot R_{\text{Rad2}} \cdot D_{\text{Max2}} \cdot F_{C2}(\theta_{12}, \phi_{12})}} \]

(4)

According to the Reciprocity Theorem (1), the (3) y (4) can be related:

\[ \frac{E_{21} |Z_{A1} + Z_1| \cdot r}{I_{21} \cdot \sqrt{30 \cdot R_{\text{Rad1}} \cdot D_{\text{Max1}} \cdot F_{C1}(\theta_{21}, \phi_{21})}} = \frac{E_{12} |Z_{A2} + Z_2| \cdot r}{I_{12} \cdot \sqrt{30 \cdot R_{\text{Rad2}} \cdot D_{\text{Max2}} \cdot F_{C2}(\theta_{12}, \phi_{12})}} \]

And it can also be written as:

\[ \begin{bmatrix} I_{12} \\ E_{12} \end{bmatrix} \cdot \frac{E_{21} |Z_{A1} + Z_1| \cdot r}{\sqrt{30 \cdot R_{\text{Rad1}} \cdot D_{\text{Max1}} \cdot F_{C1}(\theta_{21}, \phi_{21})}} = \begin{bmatrix} I_{21} \\ E_{21} \end{bmatrix} \cdot \frac{E_{12} |Z_{A2} + Z_2| \cdot r}{\sqrt{30 \cdot R_{\text{Rad2}} \cdot D_{\text{Max2}} \cdot F_{C2}(\theta_{12}, \phi_{12})}} \]

(5)
Up to now the polarization of the incident wave has not be considered. However, the induced current in the surface of the receiving antenna is determined by those incident wave components “parallel” to the polarization of the receiving antenna. That is to say, the wave field produced by the antenna in the location of the antenna can be expressed as:

\[ \vec{E}_{12} = E_{12} \cdot \vec{e}_{2T}(\theta_{12}, \phi_{12}) \]

where \( E_{12} \) is the actual value of the field and \( \vec{e}_{2T} \) is normalized vector indicating the polarization of the wave transmitted by the antenna. When identifying the type of polarization of the antenna itself in reception for the normalized vector:

\[ \vec{e}_{2T}(\theta_{12}, \phi_{12}) \cdot \vec{e}_{1R}(\theta_{21}, \phi_{21}) = 1 \]

Therefore \( E_{R12} \) (6) is the real value of electric involved in the process of reception. Note that if the antennas 1 and 2 were equal and with identical directions of pointing(\( \theta_{12} = \theta_{21} \) y \( \phi_{12} = \phi_{21} \)), thus:

\[ \vec{e}_{2T}(\theta_{12}, \phi_{12}) \cdot \vec{e}_{1R}(\theta_{21}, \phi_{21}) = 1 \]

where the maximum value will happen when: \( \vec{e}_{2T}(\theta_{12}, \phi_{12}) = e_{2R}^{*}(\theta_{21}, \phi_{21}) \), which the polarization of the transmitting antenna and the receiving one are the same but with opposite sense (seen from a common reference system), that is to say, an identical polarization seen from transmitting point of view. Therefore, we can write the expression (6) as:

\[ E_{12} = \frac{E_{R12}}{\sqrt{\vec{e}_{2T}(\theta_{12}, \phi_{12}) \cdot \vec{e}_{1R}(\theta_{21}, \phi_{21})}} \]

Note that for standard polarization vectors is satisfied that:

\[ \vec{e}_{2T}(\theta_{12}, \phi_{12}) \cdot \vec{e}_{2T}(\theta_{12}, \phi_{12}) = 1 \]

\[ \vec{e}_{2R}(\theta_{21}, \phi_{21}) \cdot \vec{e}_{2R}(\theta_{21}, \phi_{21}) = 1 \]

where \( C \) is a constant that has the same value for all antennas. Therefore, \( C \) can be obtained by replacing in (10) the values of the parameters of any antenna; in particular the Hertz’s dipole.
without distinction in the polarization vectors whether it is an antenna transmission or reception. Similarly, we can write the actual value of the field incident at the antenna 2 from the antenna 1:

\[
E_{21} = \frac{E_{R21}}{e_1(\theta_{21}, \phi_{21}) \cdot e_2(\theta_{12}, \phi_{12})}
\]  

(8)

Given that the denominators of expressions (7) and (8) are equal, and substituting these in (5), we obtain:

\[
\begin{bmatrix} I_{12} \\ E_{R12} \end{bmatrix} \cdot \frac{|Z_{A1} + Z_1|}{\sqrt{R_{Rad1} \cdot D_{Max1} \cdot F_{C1}(\theta_{21}, \phi_{21})}} = \begin{bmatrix} I_{21} \\ E_{R21} \end{bmatrix} \cdot \frac{|Z_{A2} + Z_2|}{\sqrt{R_{Rad2} \cdot D_{Max2} \cdot F_{C2}(\theta_{12}, \phi_{12})}}
\]

(9)

Analysing both members, the relationship \( I_{12}/E_{R12} \) depend only on the characteristics of the antenna. The field incident on the antenna with the same polarization induced currents on the antenna. On the other hand, the factors of the left member of (9) depend exclusively on the characteristics of the antenna 1. Similarly, it appears that all the factors of the right-hand side of (9) depend exclusively on the characteristics of the antenna 2. Since the above analysis there is anyone restriction on the type of antenna used (in general, antennas 1 and 2 are different), the obvious conclusion is:

\[
\begin{bmatrix} I_{12} \\ E_{R12} \end{bmatrix} \cdot \frac{|Z_{A1} + Z_1|}{\sqrt{R_{Rad1} \cdot D_{Max1} \cdot F_{C1}(\theta_{21}, \phi_{21})}} = C
\]

(10)

where \( C \) is a constant that has the same value for all antennas. Therefore, \( C \) can be obtained by replacing in (10) the values of the parameters of any antenna; in particular the Hertz’s dipole. Figure 3 shows a dipole antenna formed by a thin conductor of length \( L \), with an impedance \( Z_R \) connected at its terminals, impinging a wave of linear polarization parallel to the dipole.

Fig. 3. Antenna type dipole in reception
This will induce a current \( I(z) \) along the conductor. The \textit{e.m.f de}, induced a small segment of length \( dz \) will be:

\[
de = E \cdot \text{sen}(\theta) \cdot dz
\]  
(11)

As for the conductor circulate the current \( I(z) \), a power will be delivered to the antenna:

\[
dP = de \cdot I^*(z) = E \cdot \text{sen}(\theta) \cdot I^*(z) \cdot dz
\]

The total power delivered to the antenna is:

\[
P = \int_L E \cdot \text{sen}(\theta) \cdot I^*(z) \cdot dz
\]

In the terminals (see Figure 1) is obtained:

\[
P = I_{in}^2 \cdot (Z_A + Z_R)
\]

And thus:

\[
I_{in}^2 \cdot (Z_A + Z_R) = \int_L E \cdot \text{sen}(\theta) \cdot I^*(z) \cdot dz
\]

In the case of a Hertz dipole with length \( \Delta l \ll \lambda \) we can presume the current uniform: \( I(z) = I_{Ent} \) and, therefore:

\[
I_{in}^2 \cdot (Z_A + Z_R) = E \cdot \text{sen}(\theta) \cdot I_{Ent}^* \cdot \Delta l
\]

Or what is the same: \( \frac{I_{Ent}}{E} = \frac{I_{in}}{E_{R12}} = \frac{\text{sen}(\theta) \cdot \Delta l}{|Z_A + Z_R|} \)

The radiation pattern of Hertz's dipole is known \( F_C(\theta) = \text{sen}(\theta) \), its directivity is of: \( D_{Max} = 1.5 \). Moreover, the radiation resistance is of: \( R_{Rad} = 80\pi^2(\Delta l/\lambda)^2 \); so, substituting these data in (10):

\[
C = \frac{\lambda}{\sqrt{120 \cdot \pi}}
\]

where the value \( C \) obtained for the dipole Hertz is unique for all antennas, and it can be replaced in (10) to obtain the expression of the current at the terminals of the any antenna.
(I_{\text{Ind}}), induced by that component of the field of the incident wave (E_R) with a polarization equal to the receiving antenna itself and arriving at the antenna in the direction defined by angles $\theta$ and $\phi$:

$$I_{\text{Ind}} = E_R \cdot \frac{\lambda}{\pi \cdot |Z_A + Z_R|} \cdot \sqrt{\frac{R_{\text{Rad}} \cdot D_{\text{Max}}}{120}} \cdot F_C(\theta, \phi)$$  \hspace{1cm} (12)

According to Figure 1 the induced $e.m.f$ at the terminals of the antenna can be determined by:

$$e_{\text{Ind}} = I_{\text{Ind}} \cdot |Z_A + Z_R| = E_R \cdot \frac{\lambda}{\pi} \cdot \sqrt{\frac{R_{\text{Rad}} \cdot D_{\text{Max}}}{120}} \cdot F_C(\theta, \phi)$$  \hspace{1cm} (13)

Taking into account the expressions (12) and (13), the values of the current and the induced $e.m.f$ at the terminals of the antenna have a dependency on the direction of arrival of the incident wave, expressed by $F_C(\theta, \phi)$, which is the radiation pattern of the antenna in transmission. The expression (13) can be written like this:

$$e_{\text{Ind}}(\theta, \phi) = e_{\text{Ind Max}} \cdot F_C(\theta, \phi)$$

Then $e_{\text{Ind Max}}$ expresses the value of induced $e.m.f$ when the wave arrives from the direction of maximum reception of the antenna, and $F_C(\theta, \phi)$ represents the normalized radiation pattern of the field of the antenna in reception mode, which is equal to that characteristic of their antenna transmission. On the other hand, the coefficient of directivity is function of the radiation pattern. Therefore, it confirms that its value is the same regardless of the antenna works as transmitters or receivers. Similarly, in the case of linear antennas, the effective length:

$$l_{\text{Ef}} = \frac{\lambda}{\pi} \cdot \sqrt{\frac{D_{\text{Max}} \cdot R_{\text{Rad}}}{120}}$$  \hspace{1cm} (14)

that depends on the coefficient of maximum directivity, the radiation resistance, and will have the same value in transmission and reception. Substituting in expression (13), it becomes:

$$e_{\text{Ind}} = E_R \cdot l_{\text{Ef}} \cdot F_C(\theta, \phi)$$

where the product: $E_R \cdot l_{\text{Ef}} = e_{\text{Ind Max}}$ is the maximum value of the induced $e.m.f$ (when $F_C = 1$). It is important to stress the significance of the effective length of the antenna; that is to say, this is a length such, when multiplied with the incident field intensity (the polarization equal to the antenna itself, incident in the direction of maximum reception),
gives us the maximum value of the induced e.m.f. Known the induced e.m.f in the antenna, with reference to Figure 1 we can determine the voltage at the input terminals of the receiver, supposed this is connected directly to the antenna, by:

$$V_R = \left| \frac{Z_R}{Z_A + Z_R} \right| \cdot e_{ind}$$  \hspace{1cm} (15)

Considering the presence of a transmission line (the characteristic impedance $Z_0$) between the antenna (impedance $Z_A$) and receiver (impedance $Z_R$), it defines the reflection coefficient at the antenna input (Pozar, 2004):

$$\rho_A = \frac{Z_A - Z_0}{Z_A + Z_0}$$

and at the receiver input: $\rho_R = \frac{Z_R - Z_0}{Z_R + Z_0}$; the expression (15) will transformed:

$$V_R = \frac{|1 + \rho_R| \cdot |1 + \rho_A| \cdot \exp\left(-\alpha \cdot L\right)}{2 \cdot |1 + \rho_R \cdot \rho_A \cdot \exp(-j2\cdot\Gamma \cdot L)|} \cdot e_{ind}$$  \hspace{1cm} (16)

where $\Gamma = \alpha + j\beta$ is the propagation constant of the transmission line (which includes the attenuation constant $\alpha$ and the phase constant $\beta$), and $L$ is the length of the line. In case of low frequency receivers ($f < 30\text{MHz}$) the condition: $|Z_R| >> |Z_A|$ is usually applied; thus (replacing in 15) is obtained: $V_R \approx e_{ind}$; so, maximum voltage to the receiver's input.

Moreover, matching the transmission line to the antenna ($\rho_A \approx 0$) and $|Z_R| >> Z_0$, $\rho_R \approx 1$ and expression (16) also gives us the maximum input voltage of the receiver: $V_R = \exp(-\alpha \cdot L) \cdot e_{ind}$, where the factor: $\exp(-\alpha \cdot L) < 1$ takes into account transmission losses along the line. On the other hand, in case of higher frequency it is more difficult to provide high power amplifiers, so the purpose is to maximize the real power delivered by the antenna to receiver. If the receiver is directly connected to the antenna, the power supplied to the receiver is:

$$P_R = I_{ind}^2 \cdot R_R = E_{ind}^2 \cdot \frac{\lambda^2 \cdot R_R}{\pi^2 \cdot |Z_A + Z_R|} \cdot \frac{R_{Rad} \cdot D_{Max} \cdot F_P(\theta, \phi)}{120}$$

where $R_R$ is the real part of the input impedance of the receiver. Maximum transmitting power forces to an impedance matching between the receiver and antenna ($Z_R = Z_A^*$). Applying this condition in the above expression and using the classical expression of the efficiency of an antenna: $R_{Rad} = \eta_A \cdot R_{in}$, we obtain (Balanis, 1982):
\[ P_R = \frac{E^2}{4 \cdot \pi^2} \cdot \frac{\lambda^2}{4 \cdot \pi^2} \cdot \frac{\eta_A \cdot D_{\text{Max}}}{120} \cdot F_p(\theta, \phi) \]

When using a transmission line of low losses between the receiver and the antenna and impedance matching between the receiver and the line, the power supplied by the antenna to the line will be:

\[ P_L = \frac{E^2}{4 \cdot \pi^2} \cdot \frac{\lambda^2}{4 \cdot \pi^2} \cdot \frac{Z_0 \cdot R_A}{|Z_A + Z_0|^2} \cdot \frac{\eta_A \cdot D_{\text{Max}}}{120} \cdot F_p(\theta, \phi) = \frac{E^2}{4 \cdot \pi^2} \cdot \frac{\lambda^2}{4 \cdot \pi^2} \cdot \left(1 - |\rho|^2\right) \cdot \frac{\eta_A \cdot D_{\text{Max}}}{120} \cdot F_p(\theta, \phi) \]

A part of power will flow to the receiver:

\[ P_R = P_L \cdot \exp(-2 \cdot \alpha L) = \frac{E^2}{4 \cdot \pi^2} \cdot \frac{\lambda^2}{4 \cdot \pi^2} \cdot \left(1 - |\rho|^2\right) \cdot \exp(-2 \cdot \alpha L) \cdot \frac{\eta_A \cdot D_{\text{Max}}}{120} \cdot F_p(\theta, \phi) \] (17)

and the other part: \( P_{\text{Cons,L}} = P_L \cdot \left[1 - \exp(-2\alpha L)\right] \), will be consumed by the line. In expression (17) we can see that through the appropriate orientation of the antenna, by matching the direction of maximum reception of the antenna with the direction of arrival of the wave we get \( F_p = 1 \) and the received power reaches its maximum value by adjusting the direction:

\[ P_{R_{\text{Max}}} = \left(1 - |\rho|^2\right) \cdot \exp(-2\alpha L) \cdot \frac{E^2}{120\pi} \cdot \frac{\lambda^2}{4\pi} \cdot D_{\text{Max}} \] (18)

Considering this expression; factor \( \frac{E^2}{120\pi} \) represents the module of the Poynting vector of the incident wave to the antenna. If we multiply this factor by the physical area of the antenna, the power incident on the antenna is obtained:

\[ P_{\text{Inc}} = \frac{E^2}{120\pi} \cdot A_{\text{Geom}} \] (19)

The antenna is not able to fully grasp the incident power that really is:

\[ P_{\text{Cap}} = \frac{E^2}{120\pi} \cdot \frac{\lambda^2}{4\pi} \cdot D_{\text{Max}} = \frac{E^2}{120\pi} \cdot A_{\text{Ef}} \] (20)

where:

\[ A_{\text{Ef}} = \frac{\lambda^2}{4\pi} \cdot D_{\text{Max}} \] (21)
It will be called the effective area of the antenna; namely the area through which the antenna fully captures the incident power density. The relationship:

\[
\xi_A = \frac{P_{\text{CAP}}}{P_{\text{Inc}}} = \frac{A_{\text{Ef}}}{A_{\text{Geom}}} \tag{22}
\]

is called the coefficient of the utilization of the surface of the antenna. The expression (18) now we can write:

\[
P_{R,\text{Max}} = \left(1 - |\rho_A|^2\right) \exp(-2\alpha L) \cdot \eta_A \cdot \xi_A \cdot P_{\text{Inc}} = \left(1 - |\rho_A|^2\right) \exp(-2\alpha L) \cdot \eta_A \cdot P_{\text{Cap}}
\]

Note that the antenna does not use all the power captured, but a fraction called useful captured power:

\[
P_{\text{Cap,Use}} = \eta_A \cdot P_{\text{Cap}} \tag{23}
\]

the other part: \((1 - \eta_A) \cdot P_{\text{Cap}}\) is the power losses in the antenna as heat during the reception. Between the antenna and the transmission line is not always met the condition of impedance matching, therefore only part of the useful captured power useful is delivered to the line:

\[
P_l = \left(1 - |\rho_A|^2\right) P_{\text{Cap,Use}} \tag{24}
\]

and, only the fraction given by (17) is delivered to the receiver. In Figure 4 shows schematically the flow of power from the wave that propagates in free space and arrives to the antenna, to the receiver. From the analysis we can summarize the conditions for optimal reception: coincidence of the polarization itself of the antenna with the polarization of the incident wave (This ensures \(E_R\) maximum); orientation the antenna to the direction of arrival of the wave \((F_p = 1)\); effective area (or effective length) maximum of the antenna (which depends on its physical characteristics); high efficiency \((\eta_A = 1)\); proper impedances matching between the antenna and feed line \((\rho_A \approx 0)\); low losses of the feed line \((\alpha_L \approx 0)\). In practice these conditions are met satisfactorily, so the power at the receiver is close to optimal value:

\[
P_{\text{Opt}} = \frac{E_R^2}{120\pi} \cdot \eta_A \cdot A_{\text{Ef}} = \frac{E_R^2}{120\pi} \cdot \frac{\lambda^2}{4\pi} \cdot G_{\text{Max}} \tag{25}
\]

This expression clearly reveals the role of the maximum gain at the reception. The value of \(G_{\text{Max}}\) of any antenna indicates either the number of times that the power delivered to the receiver exceeds that delivered by an isotropic radiator \((G_{\text{Max}} = 1)\) under the same conditions of external excitation, coupling and losses of the transmission line. In a similar
way we can say that the coefficient of directivity $D_{\text{Max}}$ of an antenna (as was noted earlier, has the same value in transmission and reception), at the receiving antenna indicates the number of times that the power captured by the antenna exceeds that delivered by an isotropic radiator. Finally, keep in mind that the presence of induced current in the receiving antenna also determines an effect known as secondary radiation. We must emphasize the fact that, in general, the directional characteristic of the secondary radiation does not match the directional characteristic for the transmitting antenna.

Fig. 4. Power flow from the wave in free space to the receiver

This is explained by that shape of the induced current distribution on the elements of the antenna is not equal to that found when the excitation takes place at the terminals of the antenna. However, the total power of secondary radiation can be calculated from:

$$
P_{\text{SecRad}} = \int_{\text{Ind}}^{2} \cdot P_{\text{Rad}} = \frac{E_{R}^{2}}{\pi^{2}} \cdot \frac{R_{\text{Rad}}^{2}}{\left| Z_{A} + Z_{R} \right|^{2}} \cdot \frac{D_{\text{Max}}}{120} \cdot F_{p}(\theta, \varphi)
$$

(26)

In this expression the factor: $F_{p}(\theta, \varphi)$ defines the directional pattern of the antenna during the reception; while $P_{\text{SecRad}}$ is the total power of secondary radiation in all directions of space. This phenomenon has a special interest in antennas that act as passive elements, where generally $Z_{R}$ is the impedance of a ($Z_{R} = 0$) or a pure reactive element ($Z_{R} = jX_{R}$). Particularly this treatment can be extended to objects that do not really fulfil the mission of the antennas, that serving (intentionally or not) as reflectors of radio waves. In these cases, as can be shown easily from (26), it is possible to reach a power of secondary radiation which is 4 times larger than the optimum power of reception given by the formula (25). The analysis of antennas in reception mode, leads to a set of conclusions of great importance. First we establish that many of the properties of the antennas are the same as transmission as reception, which simplifies its research, since it is not necessary to determine these
properties in both regimes. Thus, the impedance of the antenna, its directional pattern, its directivity, efficiency, and gain are the same in both schemes of work. The expressions obtained (mainly induced e.m.f) in the receiving antenna (13), are useful in tasks of calculation and design of antennas in general. There are two parameters that are used in the study of the receiving antennas (aperture antennas mainly); the coefficient of utilization of the surface of the antenna and the effective area.

3. Antennas receiving mode in multipath conditions

It is said that an antenna operates under multipath conditions when in it impinge radio waves arriving from different directions. Figure 5 show the multipath phenomenon.

![Figure 5. Phenomenon of multipath propagation](image)

In Figure 5 it can be seen: transmitter and receiver antennas, rays that define the different propagation paths from transmitter to receiver antenna, and the scattering elements (buildings and cars), which are called scatterer. Propagation environments, together with the communications system can be divided into: indoor and outdoor. The theory of radio channels is a rather broad topic not covered here, but from point of view of the antenna, we will present (only from the point of view spatial) similar to the patterns that characterize the radiation of the antennas (Rogier, 2006). This way, according to the angular distribution of power that reaches the antenna, we can present them as omnidirectional, and with some directionality. Then, the shape of the angular distribution of power that characterizes the channel depends on the position of the antenna inside the environment of multipath propagation. Figure 6 shows some examples.

![Figure 6. Angular distribution of the power reaching the antenna by multiple pathways, a) omnidirectional channel, b) dead zone channel, c) directional channel, d) multidirectional channel.](image)
Figure 6 shows patterns corresponding to the measured power at the terminals of a high directivity antenna used to sample the channel performance in time. The graphs that are shown, they correspond themselves only to the azimuthal plane, often with higher importance as in case of mobile communications. Figure 6a shows some omni-directional angular distribution, where the incoming waves reach the antenna with a similar intensity from all directions from statistical point of view. Figure 6b presents a channel with an angular distribution indicating some directional properties, in which the waves impinge the antenna from all directions, except from one sector, normally called dead zone. Figure 6c shows the case where the waves reach the antenna from a defined direction. Figure 6d is a typical situation when waves reach the antenna from some well defined directions, (in this case three), in most cases are caused by discrete clusters of scatterer, as in the mobile communications enabling the use of smart antenna systems. In practice there may be all kinds of Multipath described in Figure 6 on a single antenna. This is the true of the antenna is in a mobile terminal that changes its spatial position over time. Induced e.m.f at the antenna terminals, which has been described in terms of the angular power spectrum in the plots of Figure 6, is the statistical average of the amplitude of the signal at the antenna terminals. In fact, the resulting signal has a fading performance, due to the fasorial summation of all the waves arriving to the antenna with different amplitudes and phases, due to the difference in the delay associated with each propagation path (Blaunstein et al., 2002. Under this situation induced e.m.f in the terminals of an antenna has a fading nature, as it is shown in Figure 7.

![Graph showing signal at the antenna terminals under multipath](image)

**Fig. 7. Signal at the antenna terminals under multipath**

The fading performance of the signal can be, explained by the multipath phenomenon using a ray model at the plane. In a first approximation, one considers \( N \) waves coming through \( L_n \) different paths to a \( Q \)-point, in which there is no antenna. The spreading angle associated with each beam is zero, so \( \sigma_n = 0 \), so it is valid to propose that the resulting signal \( u(t) \) in \( Q \) point is given by (27):

\[
 u(t) = \sum_{n=1}^{L_n} a(\phi_n) \cdot s_n(t - \tau_n) + N(t)
\]  

(27)
where $a(\phi_n) = \exp(j \cdot K \cdot \cos(\phi_n))$, is the phase that comes the $n$ signal to the $Q$ point for the $\phi_n$ direction, $K = 2\pi / \lambda$ is the constant propagation wave to the working frequency, whose wavelength is $\lambda$, $\tau_n$ is the delay associated to $S_n$ signal. It has also introduced additive noise $N(t)$ in the point. The expression (26) accurately describes the fading nature associated to the multipath. However, the expression (26) does not include the antenna. A computational procedure based on (26), that considers the presence of the antenna and its parameters to obtain the fading signals at their terminals, when it does interact with virtual radio channels is described out below (Molina & De Haro, 2007). The philosophy is based on the creating an effect similar to that described by the equation (27), and simultaneously introduce in the equation that describes the induced e.m.f in an antenna in the reception mode (equation (13) of the previous section). Using as antenna a half wavelength dipole, whose radiation pattern is as shown in Figure 8.

![Fig. 8. Radiation pattern of half-wave dipole](image)

The radiation pattern of dipole is displayed using a two dimensional plot of the directional characteristics of amplitude, phase and polarization. The polarization follows the definitions of the main polarization and cross polarization given by (Ludwig 1973 and Markov & Sazonov, 1978). Figure 9 shows two-dimensional pattern of amplitude and phase in the main and crossed polarizations of the dipole. This form of plot allows a faster execution due to the use of matrices in the procedure.

![Fig. 9. Radiation characteristics of the half-wave dipole in 2-D.](image)
Moreover, one defines the multipath radio channel as a 360 x 180 matrix that represents all possible directions of space from where can reach the waves to the antenna. It is generated dynamically by the pseudo random number of waves, their amplitudes, their phases, and the coordinates of its angular direction of arrival. In the same way you generate the angular spread associated to each ray. Figure 10 shows the results of a simulation of the virtual channel multipath where the probability distribution associated with the generation of the angles of arrival was uniform in the $4\pi$ radians of the sphere and the probability distribution of the amplitude of the signals was uniform too.

Fig. 10. Virtual multipath radio channel in 2-D.

Note in Figure 10, that as in the case of the antenna, the colour scale indicates the intensity with which the signal arrives. The channel has been defined by analogy with the antennas: amplitude and phase pattern in the main and cross polarization, corresponding to the signals that incident in the antenna. Now, the $\vec{H}(\theta,\phi,t)$ function, models the dynamic performance of space time channel, which, by analogy with the antennas, are contained all the characteristics of amplitude, phase and polarization of the channel:

$$\vec{H}(\theta,\phi,t) = H_\theta(\theta,\phi,t) \vec{i}_\theta + H_\phi(\theta,\phi,t) \vec{i}_\phi$$

where $H_\theta$ and $H_\phi$ are the functions in the principals planes of channel (in main and cross polarization). They, $\vec{i}_\theta$, $\vec{i}_\phi$ are unit vectors indicating the orientation of the electric field incident. Each one of the functions that are part of the right-hand side of (28) is defined as follows:

$$\vec{H}_\theta(\theta,\phi,t) = h_\theta(\theta,\phi,t) \cdot e^{i\nu_\theta(\theta,\phi,t)} \vec{i}_\theta$$

$$\vec{H}_\phi(\theta,\phi,t) = h_\phi(\theta,\phi,t) \cdot e^{i\nu_\phi(\theta,\phi,t)} \vec{i}_\phi$$
They, $h_\theta$ and $h_\phi$ are the directional pattern associated to the amplitude component of the main and cross polarization in the channel. $\psi_\theta$ and $\psi_\phi$ are also the patterns of the phase associated to the main and cross polarization components of the channel. With this description, and adapting the equation (13) the previous section to the present situation; induced e.m.f at the terminals of the dipole can be raised by the following expression in scalar form:

$$u(t) = l_E F \int_{0}^{2\pi} H(\theta, \phi, t) \cdot F(\theta, \phi) \cdot \sin(\theta) d\theta d\phi \quad [V]$$

The components for the main and cross polarization, equation (30) are:

$$u(t) = l_E F \int_{0}^{2\pi} h_\theta(\theta, \phi, t) \cdot e^{i\Phi_\theta(\theta, \phi, t)} \cdot f_\theta(\theta, \phi) \cdot e^{i\Phi_\theta(\theta, \phi)\sin(\theta)} d\theta d\phi +$$

$$+ l_E F \int_{0}^{2\pi} h_\phi(\theta, \phi, t) \cdot e^{i\Phi_\phi(\theta, \phi, t)} \cdot f_\phi(\theta, \phi) \cdot e^{i\Phi_\phi(\theta, \phi)\sin(\theta)} d\theta d\phi$$

where we recall that the functions $f_\theta$ and $f_\phi$ are the directional characteristics amplitude at the main and cross polarization and the functions $\Phi_\theta$ and $\Phi_\phi$ are the phase patterns of the antenna in these polarizations. The geometrical interaction between the antenna and the multipath radio-channel can be shown in Figure 11.

![Fig. 11. Geometry of the interaction between the antenna and the channel](image-url)
Electrodynamic Analysis of Antennas in Multipath Conditions

They, \( h_h \) and \( \theta_h \) are the directional pattern associated to the amplitude component of the main and cross polarization in the channel. \( \theta \) and \( \phi \) are also the patterns of the phase associated to the main and cross polarization components of the channel. With this description, and adapting the equation (13) the previous section to the present situation; induced e.m.f at the terminals of the dipole can be raised by the following expression in scalar form:

\[
\left( \int_{0}^{\pi} \int_{0}^{2\pi} \int_{0}^{\pi} \int_{0}^{2\pi} h(\theta, \phi, t) \cdot e^{jP(\theta, \phi)} \cdot f(\theta, \phi) \cdot e^{jP(\theta, \phi)} \sin(\theta) \Delta \theta \Delta \phi \right) [V]
\]

In (32) equation, \( \Delta \theta = \pi/N \) and \( \Delta \phi = 2\pi/M \), represent the angular resolution step in coordinates \( \theta \) and \( \phi \) respectively, with a value of one degree, so \( N = 180 \) and \( M = 360 \). The induced e.m.f obtained on the terminals of the dipole due to its interaction with the virtual channel is shown below:

![Fig. 12. Signal at the antenna terminals. a) Amplitude fading, b) phase fading.](image)

As seen in Figure 12, the induced e.m.f in the antenna terminals, obtained by the procedure has a fading performance. Moreover, amplitude fading have a statistical distribution of Rayleigh type and the phase is uniformly distributed in the range \( [0 - 2\pi] \), (Molina & De Haro, 2008). Figure 13 shows the statistical adjustment of the amplitude and phase fluctuations of this signal.

![Fig. 13. Statistical adjustment of signal fading. a) Amplitude distribution of type Rayleigh, b) phase uniform in the interval [0 – 2\pi].](image)
An important outcome of the simulation is the fact that the signal statistics obtained corresponds closely to real signal channels (Blaunstein et al., 2002). This also provides an explanation of the operation of the receiving antennas under multipath environments, the idea can be reused for practical purposes. So, it is possible the measurement of spatial correlation in systems multi-antennas, as Kildal & Rosengren (2002) has proposed to evaluate the performance of. The evaluation of multi-antennas systems from the point of view of their spatial correlation is based on the implementation of virtual radio channel which interact between various antennas simultaneously. The correlation between the envelopes of the induced e.m.f. between the different antennas is calculated including the interaction with the virtual radio channel. Measured of the radiation patterns of the different antennas are obtained in an anechoic chamber, or they are simulated by means of electromagnetic simulation. It’s important to emphasize that it takes into account the mutual coupling between antennas, which are implicit in the tabulated measured of the radiation characteristics (radiation patterns of antennas, directivity, and radiation resistance). The equation of the correlation coefficient between the envelopes associated with the signal terminals of any two antennas of the system is as follows (Hill, 2002):

$$\rho = \frac{s_A(t) \cdot s_B^*(t)}{\sqrt{|s_A(t)|^2 + |s_B(t)|^2}}$$  \[33\]

Figure 14 shows the problem of evaluation is a system of two separate and parallel dipoles, please note that both measures are related to the origin of the same coordinate system.

![Fig. 14. Geometry of the problem with two antennas under test.](image)

As an example the spatial correlation coefficient as a function of separation between the electric dipoles has been computed and the obtained results are shown in Figure 15.
An important outcome of the simulation is the fact that the signal statistics obtained correspond closely to real signal channels (Blaustein et al., 2002). This also provides an explanation of the operation of the receiving antennas under multipath environments, the idea can be reused for practical purposes. So, it is possible the measurement of spatial correlation in systems multi-antennas, as Kildal & Rosengren (2002) has proposed to evaluate the performance of. The evaluation of multi-antennas systems from the point of view of their spatial correlation is based on the implementation of the virtual radio channel which interact between various antennas simultaneously. The correlation between the envelopes of the induced e.m.f. between the different antennas is calculated including the interaction with the virtual radio channel. Measured of the radiation patterns of the different antennas are obtained in an anechoic chamber, or they are simulated by means of electromagnetic simulation. It's important to emphasize that it takes into account the mutual coupling between antennas, which are implicit in the tabulated measured of the radiation characteristics (radiation patterns of antennas, directivity, and radiation resistance). The equation of the correlation coefficient between the envelopes associated with the signal terminals of any two antennas of the system is as follows (Hill, 2002):

$$\rho_{\text{BA}} = \frac{\sum \left( x_i - \bar{x} \right) \left( y_i - \bar{y} \right)}{\sqrt{\sum \left( x_i - \bar{x} \right)^2 \sum \left( y_i - \bar{y} \right)^2}}$$

Figure 14 shows the problem of evaluation is a system of two separate and parallel dipoles, please note that both measures are related to the origin of the same coordinate system.

Fig. 14. Geometry of the problem with two antennas under test.

As an example the spatial correlation coefficient as a function of separation between the electric dipoles has been computed and the obtained results are shown in Figure 15.

In this figure, there are three graphs. The first one shows the spatial correlation function between two isotropic radiators, without mutual coupling; The second one presents two dipoles without mutual coupling; and third plot shows the correlation between two real dipoles taking into account mutual coupling. The first case of isotropic radiators, shows a sinc shape, which corresponds to the well known theoretical studies. For dipole antennas, which were not taken into account the mutual coupling, the plot is nearly a sinc. The changes are due the radiation pattern of dipoles are not isotropic, but toroidal, with zones with high radiation and zones where the radiation is entirely null. The plot does not reach the minimum at zero or negative but the general shape of the graph is still approaching the sinc. The third plot is linked to the situation of coupled dipoles, is the real case and the explanation of how they are less defined exponentially decreasing is in two fundamental reasons: The first is that the radiators are not isotropic, as explained in the previous situation; the second is that when taking into account the mutual coupling, radiation patterns of the two dipoles are changing because of the electromagnetic interaction between them to vary the separation, so changing the directivity $D_{\text{Max}}$, the radiation resistance $R_{\text{Rad}}$ of both dipoles, and their effective lengths $l_{\text{Eff}}$ (14). The computations have been performed using a sampled radiation pattern matrix of dimension of 360 x 180. This matrix can include not only simulated values but measured patterns providing an early measurement of the correlation coefficients. Moreover it can evaluate systems built without having to measure them in a reverberation chamber with problems that this implies (time, complexity of the measures, special tools, etc).

4. Radio channels classification

Experience has shown that information about their average values is not sufficient to ensure the quality of performance of radio-communications systems, which takes into account a
number of parameters of great importance to the design, operates and manage the radio system. Moreover, some concepts have been used in the previous sections but they need deep explanations:

*Fading* is the sudden variation and reduction of signal received power with respect to its nominal value. This is due to the superposition of waves that arrive by different path. The phenomenon has a basically spatial nature, but the spatial variations of the signal are experienced as temporal variations when the receiver or transmitter they move through the dispersive channel. Figure 16 shows the parameters of the interest for the signal characterization, as: the nominal power received $P_N(dBm)$, the depth of the fading $P_F(dBm)$, and the duration of the fading $\tau$.

![Fig. 16. Fading parameters](image)

Fading performances produces changes in the spectral characteristics, probability distributions of radio channel. Table 1 shows a classification according to the fading parameters according to the mentioned parameters.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Fading Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>Deep</td>
</tr>
<tr>
<td></td>
<td>Very Deep</td>
</tr>
<tr>
<td>Duration</td>
<td>slow</td>
</tr>
<tr>
<td></td>
<td>Fast</td>
</tr>
<tr>
<td>Spectral characteristics</td>
<td>flat</td>
</tr>
<tr>
<td></td>
<td>Selective</td>
</tr>
<tr>
<td>Generating mechanism</td>
<td>$k$ factor</td>
</tr>
<tr>
<td></td>
<td>Multipath</td>
</tr>
<tr>
<td>Probability distribution</td>
<td>Gaussian</td>
</tr>
<tr>
<td></td>
<td>Rayleigh, Rice</td>
</tr>
</tbody>
</table>

Table 1. Fading classification

Table 1, provides various kinds of fading in two columns, within which there is some relationships. Deep fade is usually selective and caused by multipath interference. A flat fading plane appears normally in case of narrow bandwidth producing the same distortion along the carrier spectrum. On the other hand, the selective fading produces different distortions along the spectrum of the modulated signal. Time variation of the desired signal and interference, plays a crucial role in the reliability analysis of a system imposing requirements to the type of modulation, transmission power, protection ratio against interference, diversity techniques, and coding method. That is why; output signal from a radio channel is studied as a random process using statistical methods to characterize them. The radio channels are classified taking the name of the statistical distribution function that
describes the signal obtained. In this way, some typical channels are: Normal, Gaussian, Rayleigh, Rice, and Nakagami. In the case of the fading signals at the terminals of the antennas that operate under multipath, Practice has shown that the probability distributions that best fit are: Rayleigh, and Nakagami-Rice. Then will analyze these distributions (Rec. ITU-R P. 1057-1, 2001).

Rayleigh, when several multipath components with an angle of arrival that are uniformly distributed in the range $[0-2\pi]$, the Rayleigh distribution describes the fading fast of the signal envelope, both spatial and temporal. Therefore, it can be obtained mathematically as envelope limit of the sum of two noise signals in quadrature with Gaussians distributions. The probability density function, PDF, is expressed as follows:

$$PDF = \begin{cases} \frac{x \exp\left(-\frac{x^2}{2\sigma^2}\right)}{\sigma^2} & x \geq 0 \\ 0 & x < 0 \end{cases}$$

Equation (34), $x$ is the random variable and $\sigma^2$ variance or average voltage of the envelope of the received signal. Its maximum value is $\exp(-0.5)/\sigma = 0.6065/\sigma$ and it corresponds to the random variable $x = \sigma$. The cumulative distribution function CDF which is given by:

$$CDF = \Pr(x \leq X) = \int_{0}^{x} PDF(x)dx = 1 - \exp\left(-\frac{x^2}{2\sigma^2}\right)$$

The average value $x_{\text{mean}}$ of the Rayleigh distribution can be obtained from the condition:

$$x_{\text{mean}} = \int_{0}^{\infty} x \cdot PDF(x)dx = \sigma \cdot \sqrt{\frac{\pi}{2}} \approx 1.253 \cdot \sigma$$

while the variance or average power of the signal envelope of the Rayleigh distribution can be determined as:

$$\sigma_v^2 = \int_{0}^{\infty} x^2 \cdot PDF(x)dx = \frac{\pi \sigma^2}{2} = \sigma^2\left(2 - \frac{\pi}{2}\right) \approx 0.429 \sigma^2$$

The rms value of the envelope signal is defined by the square root of $2\sigma^2$, is:

$$\text{rms} = \sqrt{2} \cdot \sigma = 1.414 \cdot \sigma$$

The median of the envelope of this signal is defined from the following condition:

$$\frac{1}{2} = \int_{0}^{x_{\text{median}}} PDF(x)dx$$

Table 1. Fading classification

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Fading Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>Deep</td>
</tr>
<tr>
<td></td>
<td>Very Deep</td>
</tr>
<tr>
<td>Duration</td>
<td>Slow</td>
</tr>
<tr>
<td></td>
<td>Fast</td>
</tr>
<tr>
<td>Spectral</td>
<td>Flat</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Selective</td>
</tr>
<tr>
<td>Generating</td>
<td>Mechanism</td>
</tr>
<tr>
<td>$k$ factor</td>
<td>Multipath</td>
</tr>
<tr>
<td>Probability</td>
<td>Distribution</td>
</tr>
<tr>
<td>$\text{Gaussian}$</td>
<td>Rayleigh, Rice</td>
</tr>
</tbody>
</table>

In the case of the fading signals at the terminals of the antennas that operate under multipath, Practice has shown that the probability distributions that best fit are: Rayleigh, and Nakagami-Rice. Then will analyze these distributions (Rec. ITU-R P. 1057-1, 2001).
and it is obtained:

\[ x_{\text{median}} = 1.177\sigma \]  

All these parameters are presented in the x-axis of Figure 17.

**Rice** distribution appears when several multipath components and a line of sight component are added between the antennas of the transmitter and receiver. A parameter, known as **K factor**, is introduced, which is the rate between the following components:

\[ K = \frac{\text{Power of the dominant component}}{\text{Power of the multipath components}} \]  

Usually, the PDF and CDF functions of this distribution are expressed in terms of the **K factor**, as shown:

\[ PDF(x) = \frac{x}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right) \cdot \exp(-K) \cdot I_0\left(\frac{x}{\sigma}\sqrt{2K}\right) \]  

and

\[ CDF(x) = 1 - \exp\left(-\left(K + \frac{x^2}{2\sigma^2}\right)\right) \cdot \sum_{m=0}^{\infty} \left(\frac{\sigma \sqrt{2K}}{x}\right)^m \cdot I_m\left(\frac{x}{\sigma}\sqrt{2K}\right) \]  

The **K factor** is represented by the following ratio \( K = A^2/2\sigma^2 \), where \( A \) is the peak voltage of the power or envelope of the dominant component, \( I_o(\bullet) \) and \( I_m(\bullet) \) are the modified Bessel function of first kind and zero order and \( m \) respectively. Figure 17 shows the Rayleigh PDF graph and some PDF graphs of the several **K** values. See in this graph (figure 17a) that is asymmetrical bell-shaped, and that with increasing the **K** value (figure 17b), the graphics are changing so. In the case where **K** = 0, the Rice distribution becomes a Rayleigh distribution, this is perfectly understandable, because for this value is not presence of dominant component of signal, and is only in the presence of multipath components. When **K** is increasing the graphics are starting to be tighten and tend to a Gaussian distribution. This is a result of the increase in signal level associated with the dominant component. This is the real situation when exist the line-of-sight between the antennas of the transmitter and receiver.
In practice usually identified mixed distributions. Identification of the type given channel fluctuations at the terminals of an antenna probe is of great importance. Knowledge of the channel parameters associated allows selecting the most suitable antenna system, both in the transmitter as the receiver system, allows the configuration of the all signal processing. Knowing the parameter of the channel allow to define the all the structure of the radio system.

5. Conclusions

In this chapter an analysis on the behaviour of antennas in the reception system has been performed. The conclusions are the basis for the approach to the problem of antennas in receiving mode operating in multipath conditions. It was shown that many properties of the antennas are the same in transmission and in reception, which simplifies its study, since it is not necessary to determine these properties in both regimes. Thus, the impedance of the antenna, directional properties, its directivity, efficiency, and gain are the same in both ways of work. Several expressions (mainly the induced e.m.f), at the receiving antenna has been obtained. An analysis of the flow of electromagnetic power from the wave travelling in free space and incident at the antenna until you arrive to the receiver, several causes of loss that can occur in this tract were shown, allowing to define conditions to be met to achieve optimal reception: coincidence of the polarization of the antenna with of the incident wave, orientation of the antenna with the direction of arrival of the wave, maximum effective area antenna (length), which depends on its building characteristics, high efficiency, impedances matching between the antenna and feed line. Once the theory and basis on the antenna in reception mode has been stated, the operation under multipath conditions has been covered. A computational procedure that allows see the behaviour an antenna when waves impinge from all directions of space has been presented. The presented procedure has been proved to be useful not only from an educational point of view, but also for assessment multi-antennas system from the viewpoint of spatial correlation, which generalizes its range of applicability. Finally, the importance of classification and identification of radio channels has been explained through a statistical analysis of the fading signal at its terminals. Rice and Rayleigh channels models were used that best describe the main essence of the multipath. It was observed that when decreasing the signal level of the dominant path this one tends to Rayleigh. Knowing the behaviour of antennas under multipath conditions is of significant
importance to the engineers who design, plan and operate radio systems, in order to configure, optimize and select proper system elements, which are ultimately defined by the set-antenna channel.

6. References


1. Introduction

The addition of nanoparticles having specific properties inside a matrix with different properties creates a novel material that exhibits hybrid and even new properties. The nanocomposites presented in this paper combine the properties of foamed polymers (inexpensive, lightweight, easy to mould into any desired shape, etc.) with those of carbon nanotubes (CNTs). The addition of any conductive nanoparticles to an otherwise insulating matrix leads to a significant increase of the electrical conductivity. But CNTs have a very high aspect ratio; a much lower content of CNTs is therefore required to get the same conductivity increase as the one obtained with more compact nanoparticles. This is especially interesting for EMI shielding materials since, as will be explained in further details in this chapter, it is desirable for such materials to have a high conductivity but a low dielectric constant, in order to minimize the electromagnetic power outside the shield casing but also to minimize the power reflected back inside the casing, as is explained in section 2. In particular, two parameters of interest when comparing shielding materials are detailed and discussed.

The polymer/CNTs nanocomposites were fabricated and characterized using a two-step diagnostic method. They were first characterized in their solid form, i.e. before the foaming process and the most interesting polymer matrices (with embedded CNTs) could be selected. This way, only the promising blends were foamed, therefore avoiding the unnecessary fabrication of a number of foams. These selected blends were foamed and then characterized. The samples, both solid and foamed, are described and their fabrication processes are briefly explained in section 3 while the characterization methods are shown in section 4.

A simple electrical model is given and explained in section 5 and an optimized topology for the foams is also proposed in the second part of the same section.

The measurement results for the solids and for the mono-layered and multi-layered foams are summarized and discussed in section 6. They are then compared to results obtained using the electrical model presented in the previous section and they are also correlated to rheological characterizations.
2. EMI shielding considerations

There are two main parameters that are used to characterize the quality of a shielding material in terms of electromagnetic power; the Shielding Effectiveness (SE) and the Reflectivity (R). The former relates the power that is transmitted through the material \( P_{\text{out}} \), cf. Fig. 1(left), to the incident power \( P_{\text{in}} \): \( \text{SE} = 10 \log \left( \frac{P_{\text{in}}}{P_{\text{out}}} \right) \). The latter relates the power reflected back from the material \( P_{\text{ref}} \) to the incident power \( P_{\text{in}} \): \( R = 10 \log \left( \frac{P_{\text{ref}}}{P_{\text{in}}} \right) \).

The incident power is either reflected back, or transmitted through the material to the outer world, or absorbed inside the material, \( P_{\text{in}} = P_{\text{ref}} + P_{\text{out}} + A^2 \), where \( A^2 \) is the power absorbed inside the material. \( A \) is called the attenuation and increases as the conductivity of the material increases. The power reflected at the interface air-material is higher when the difference between the dielectric constants on both sides of the interface is more important. Since air has a dielectric constant of 1, the Reflectivity increases with the dielectric constant of the shielding material.

It must be noted that the above discussion does not take into account the reflection at the second interface, material to air. To be exact we should consider this extra reflection but its effect becomes negligible when the attenuation is sufficiently high, cf. (Huynen et al., 2008).

It is not always enough for a shielding material to exhibit a good SE, i.e. stopping power transmission to the outside world. For example, metallic materials have a high SE at high frequency but almost all the incident power is reflected back inside the shield casing (high R), possibly interfering with other inner elements (or even with the emitter itself). Materials that combine a high SE with a low R at microwave frequencies are called microwave absorbers, because the power is absorbed inside the material, cf. Fig. 1(right). For a material to have a high SE, it must exhibit a high conductivity and, in order to have a low R, it must have a low dielectric constant.

![Fig. 1. Schematic diagrams for a conventional metallic shielding material (left) and for a microwave absorber (right).](image_url)

Finding a material that combines a high electrical conductivity and a low dielectric constant is not trivial. This is the idea behind the use of foamed nanocomposites. In theory, foaming a material would decrease its dielectric constant (because of the porosity and because air has dielectric constant of 1). On the other hand, the addition of conductive nanoparticles to a material should theoretically increase its conductivity, cf. (Huynen et al., 2008), (Thomassin et al., 2008).

Besides having a potentially low dielectric constant, polymer foams are inexpensive, lightweight and easy to mould into any desirable shape. And, the addition of conductive nanoparticles would also reinforce the polymer matrix, improving its electrical conductivity but also its mechanical properties and its thermal conductivity, cf. (Saib et al. 2006). Carbon...
nanotubes have a very high aspect-ratio (≥1000). They can therefore form extensive regular conductive networks with a much lower content than other nanoparticles having a more spherical or compact shape, cf. Fig. 2.

![Graph](image)

Fig. 2. Influence of the type of nanoparticles, CBs or CNTs, on the attenuation of a nanocomposite, from (Saib et al. 2006).

The applications of such foamed nanocomposites are numerous and varied, from electronics packaging to bioneural matrices, in aeronautics, automotive, environmental applications, and many more...

But the most promising application at the moment is certainly as shielding materials, more precisely as microwave absorbers. They could be made into thin, large, flexible, lightweight panels to be used as EMI shielding materials anywhere, and for little cost. Those panels could also have interesting fire retardancy or protection against electrostatic discharges properties.

### 3. Nanocomposite samples description

The chemical processes involved in the fabrication of foamed samples are rather complex, cf. section 3.2 for more details. It is therefore interesting to make a first selection on the nanocomposite blends before they are actually foamed. A two-step diagnostic method was developed; solid samples of polymer-CNTs blends were first characterized (the so-called screening tests), the best candidate blends were then used to fabricate foams and finally the foamed samples were also characterized.

#### 3.1 Solid thin-film samples (screening tests)

The CNTs used for the fabrication of the nanocomposites are commercially available thin MultiWalled NanoTubes (MWNTs), with an average outer diameter of 10 nm and a purity over 95%. They were produced using Catalytic Carbon Vapour Deposition (CCVD) by Nanocyl SA (Belgium).
The polymer/CNTs composites were fabricated using two different techniques, cf. (Thomassin et al., 2008). The first one consists in melt-blending the polymer matrix, poly(ε-caprolactone) (PCL), with CNTs using a DSM microextruder. The second one, called the “coprecipitation” technique, is the solubilization of PCL in an organic solvent (tetrahydrofuran, THF, especially well suited to PCL) in the presence of the required amount of CNTs. After 30 seconds of ultrasonic treatment in order to break the CNTs bundles, the mixture is poured into heptane, which is a poor solvent for PCL. The polymer then instantly precipitates and the CNTs are trapped in it. At this stage the samples are in solid form, cf. FIG. 3, they have not yet been foamed, they are simply referred to as “solid samples” throughout the chapter.

3.2 Foamed samples

Solid samples prepared by the methods described in the previous section were foamed using supercritical CO₂. They were first pressurized at about 200 bars at 60°C for 3h in order to saturate the sample with CO₂. The pressure was then rapidly released in a few seconds leading to the foaming of the sample. A picture of a foamed nanocomposite fabricated this way is shown on FIG. 4 (already cut into pieces prior to its characterization), cf. (Thomassin et al., 2008)
4. Characterization methods

A two-step diagnostic method to find the polymer-CNTs nanocomposites best fitted for shielding applications was developed, cf. (Molenberg et al., 2009); solid samples of polymer-CNTs blends were first characterized using a microstrip one-line method, cf. section 4.2, the best candidates were used to fabricate foams that were then characterized using a waveguide line-line method, cf. section 4.1. Even if different methods were used to characterize the various samples, they were all based on the measurement of their scattering parameters ($S_{ij}$) using a Vector Network Analyzer (VNA). The dielectric constant and conductivity of the samples were then extracted from these parameters. Those measurements were made in the 8-40 GHz frequency band. The foams were measured using waveguides, while the solid samples were measured using microstrips. This is due to their respective geometries, thin flat solid samples would not fill the waveguides enough to make precise measurements while foams are too porous and thick to be reliably measured in a microstrip configuration.

4.1 Line-line waveguide configuration technique

The Line-Line (LL) method is based on the extraction of the propagation constant ($\gamma$), cf. FIG. 5, from the measurement of the scattering parameters ($S_{ij}$) of two transmission lines of different lengths, here two waveguides having their inner volumes entirely filled with the sample under test, cf. (Huynen et al., 2001), (Saib et al., 2006) and (Pozar, 2005).

![Fig. 5. Line-line method, from (Huynen et al., 2001) and experimental set-up for the Line-Line method, waveguide, transitions and coaxial cables to the VNA.](image)

From the scattering parameters of both lines, their transfer matrices $T_{L1}$ and $T_{L2}$ can be extracted. After a few mathematical operations, a matrix $T_{\Delta L}$ can be calculated. It is diagonal and has the form

$$T_{\Delta L} = \begin{pmatrix} e^{-\gamma L} & 0 \\ 0 & e^{-\gamma L} \end{pmatrix}$$

(1)
And from the propagation constant, the dielectric constant and conductivity can be easily determined

\[
\varepsilon_r = \varepsilon' - j\varepsilon'' = \left(\frac{c_0 \gamma}{j\omega}\right)^2 \quad \text{and} \quad \sigma = -\omega\varepsilon_0\varepsilon''
\]  

(2)

It should be noted that the magnitude of diagonal element \(e^{\gamma \Delta L}\) in equation (1) corresponds to the attenuation undergone by the signal over a thickness \(\Delta L\) of material. As \(\gamma\) is proportional to \(\sigma\), it further confirms that a high conductivity is required for obtaining a good absorption.

Only a simple coaxial SOLT (short-return-through-line) calibration of the VNA is required and the final values of permittivity and conductivity depend only on the length difference \(\Delta L\). It is therefore especially well suited to waveguide measurements, because there is no precision waveguide calkit available in our laboratory. Such a calkit would have been necessary for more complex and accurate calibrations. The comparison between the simple SOLT calibration method and a LRM (Line-Reflect-Match) method, a more precise technique using a reference calkit, is illustrated on Fig. 6. With an LRM calibration, the reference planes of the VNA are brought after the coaxial-microstrip transitions, so that the VNA measures the scattering parameters of the line under test only. With a SOLT calibration, the VNA reference planes are placed before these transitions and their influence on the measurements of each line is not eliminated. Nevertheless, the SOLT calibration is sufficient to make sure that the \(T_{\Delta L}\) matrix is diagonal, therefore ensuring the validity of the LL method.

Fig. 6. Schematics of the measurement setup where A and B correspond to the coaxial-to-microstrip transition, and DUT to the device-under-test, from (Saib et al., 2004).

4.2 One-line characterization in microstrip configuration technique

The One-Line method is based on the measurement of the scattering parameters \((S_{ii})\) of only one line (different from the LL method described in the previous section), a microstrip line in this case. The sample to be characterized is used as substrate to fabricate a microstrip transmission line. A thin copper ribbon is glued to the top of the sample, serving as microstrip and a piece of aluminum tape is glued on the bottom of the solid sample, to form
the ground plane, cf. Fig. 7(right). From the S matrix, the ABCD chain matrices can be calculated for a transmission line of length $L$ and of characteristic impedance $Z_c$, cf. (Saib, 2004)

$$ABCD = \begin{pmatrix}
    ch(\gamma L) & Z_c sh(\gamma L) \\
    \frac{1}{Z_c} sh(\gamma L) & ch(\gamma L)
\end{pmatrix}$$  \hspace{1cm} (3)

The propagation constant $\gamma$ can then be extracted and the dielectric constant and conductivity can be determined, using equation (2).

This method is valid only if a precise LRM calibration of the VNA has been done. The reference planes must be put after the transitions, and the reference impedances in these planes must be set to 50 $\Omega$, which is ensured using an LRM calibration. An Anritsu precision microstrip calkit and the corresponding 3680K Anritsu sample holder (including the transitions) were used for the microstrip measurements, cf. Fig. 7.

Fig. 7. Experimental set-up for the One-Line method applied to a microstrip topology, entire set-up (left), Anritsu sample holder (right) with the microstrip visible on top of the sample (substrate).

5. Modelling, design and optimization

5.1 Simple electrical model

It must first be noted that Carbon Black (CB) nanoparticles, i.e. relatively spherical carbon platelets, are considered here instead of CNTs to simplify geometrical considerations.

As can be seen on conductivity-versus-frequency plots resulting from nanocomposites measurements, cf. section 6 and (Saib et al., 2006), the measured conductivity tends to 0 for very low frequencies. This means that the conductive nanoparticles do not form a direct conductive pathway for the electrons from one side of the sample to the other side. However, at relatively high frequency the conductivity becomes significant, indicating the presence of capacitive couplings between the nanoparticles. Taking these observations into
account, a simple electrical model was developed, cf. (Saib et al., 2006). This model is represented on Fig. 8. The nanocomposite is placed between a ground plane and a microstrip line, to form a microstrip transmission line, the actual configuration of the (solid) samples during the measurements, cf. section 5.2 and 6.1.

Fig. 8. Simple electrical model explaining the frequency dependence of the conductivity of the nanocomposites, from (Saib et al., 2006): (a) first approximation, the CB nanoparticles are spherical, well dispersed inside the polymer matrix and not in physical contact with one another. The arrow indicates the dominant direction of the electric field. (b) Second approximation, the CB particles form a regular network of conductive grains inside an insulating polymer matrix. (c) Equivalent admittance per unit length of microstrip line. (d) Corresponding two-layered microstrip transmission line.

The CB nanoparticles are supposed to be spherical and well dispersed inside the matrix. There is also supposed to be no direct physical contact between them, i.e. they do not touch one another, cf. Fig. 8(a). This random distribution is approximated by a regular homogeneous network of purely conductive grains inside a completely insulating polymer matrix. Therefore, the electrical equivalent of each grain is a simple resistor and there are strong capacitive couplings between all the grains. Since the electric field distribution between the top and bottom conductors of the microstrip line is quasi uniform and perpendicular to those conductors, only capacitors and resistors that are parallel to that direction have to be considered, cf. Fig. 8(b). This corresponds to a two-layered microstrip transmission line, cf. Fig. 8(d), with an insulating top layer and a conductive bottom layer (conductivity = $\sigma_{CL}$). This line has an electrical equivalent admittance per unit length that corresponds to a simple resistor-capacitor ($R_T$ and $C_T$) series circuit, cf. Fig. 8(c). The simulated results obtained using this simple model are confronted with measurement results in section 6.3.

5.2 Optimization of the topology of the samples

Fig. 9. Schematic diagram the three-layered foam, with $\varepsilon_1 < \varepsilon_2 < \varepsilon_3$. 

In order to improve the reflectivity of the shielding material, it would be interesting to create a foam having a gradient of dielectric constant inside the material, analogous to the stealth paint protecting some spy aircrafts from radar detection. A way to achieve this gradient is to fabricate multilayered foams, each layer having a different, increasing dielectric constant, cf. Fig. 9.

The measurement results for a three-layered nanocomposite fabricated as previously described are shown and discussed in section 6.4.

6.1 Solid samples

Microstrip transmission lines were fabricated, using the nanocomposite thin films as substrates. By connecting these lines to a 2-port vector network analyzer (VNA), their scattering parameters were measured and the dielectric constant and conductivity of the samples were then extracted, using the One-Line method described in section 4.2. The results presented in this section were obtained for composites based on different polymer materials: PS (polystyrene), PCL (poly(\varepsilon-caprolactone)), PVC (polyvinyl chloride) and PMMA (polymethyl methacrylate), they all had a 2% CNT content. As can be seen on Fig. 10 and Fig. 11, the PMMA-based sample exhibited the lowest dielectric constant but not the highest conductivity, while the PCL-based composite had the highest conductivity but also the highest dielectric constant.
In order to improve the reflectivity of the shielding material, it would be interesting to create a foam having a gradient of dielectric constant inside the material, analogous to the stealth paint protecting some spy aircrafts from radar detection. A way to achieve this gradient is to fabricate multilayered foams, each layer having a different, increasing dielectric constant, cf. Fig. 9.

The measurement results for a three-layered nanocomposite fabricated as previously described are shown and discussed in section 6.4.

6. Results and discussion

6.1 Solid samples

Microstrip transmission lines were fabricated, using the nanocomposite thin films as substrates. By connecting these lines to a 2-port vector network analyzer (VNA), their scattering parameters were measured and the dielectric constant and conductivity of the samples were then extracted, using the One-Line method described in section 4.2.

The results presented in this section were obtained for composites based on different polymer materials: PS (polystyrene), PCL (poly(ε-caprolactone)), PVC (polyvinyl chloride) and PMMA (polymethyl methacrylate), they all had a 2% CNT content. As can be seen on Fig. 10 and Fig. 11, the PMMA-based sample exhibited the lowest dielectric constant but not highest conductivity, while the PCL-based composite had the highest conductivity but also the highest dielectric constant.

![Fig. 10. Measured dielectric constant of four solid nanocomposite samples versus frequency (composites based on different polymer matrices).](image)
Fig. 11. Measured conductivity of the solid nanocomposite samples versus frequency (composites based on different polymer matrices).

Once a polymer matrix is selected, an optimal content of CNTs to add into the matrix must be determined. It can be shown that the addition of CNTs increases the conductivity of the nanocomposite but also increases its dielectric constant, which is not desired. Since foamed samples have lower dielectric constants than solid ones with the same composition, the exact content of CNTs should be chosen after measurement of foamed samples rather than solid ones, cf. section 6.2.

It should also be noted that other chemical process parameters have a non-negligible influence. Those are beyond the scope of the present chapter, but can be found in (Thomassin et al., 2007).

6.2 Foamed samples

PCL was selected as polymer matrix because it exhibited the highest conductivity in its solid form, cf. Fig. 11. Its dielectric constant was also the highest one, cf. Fig. 10, but foaming the nanocomposite should significantly decrease it. The foamed samples were inserted in four waveguides of different dimensions, covering the 8 to 40 GHz band, cf. Fig. 5. Their scattering parameters were measured using the Line-Line method described in section 4.1.

As mentioned in the previous section, a foamed material has a lower dielectric constant than a solid one of the same chemical composition. This is shown on Fig. 12, the black and red curves correspond to PCL samples with no CNT content, and the dielectric constant of the solid sample is twice that of the foam. It can be explained by the porosity of the foams and the subsequent presence of air inside the sample, the air having a dielectric constant of 1.
Once a polymer matrix is selected, an optimal content of CNTs to add into the matrix must be determined. It can be shown that the addition of CNTs increases the conductivity of the nanocomposite but also increases its dielectric constant, which is not desired. Since foamed samples have lower dielectric constants than solid ones with the same composition, the exact content of CNTs should be chosen after measurement of foamed samples rather than solid ones, cf. section 6.2.

It should also be noted that other chemical process parameters have a non-negligible influence. Those are beyond the scope of the present chapter, but can be found in (Thomassin et al., 2007).

6.2 Foamed samples

PCL was selected as polymer matrix because it exhibited the highest conductivity in its solid form, cf. Fig. 11. Its dielectric constant was also the highest one, cf. Fig. 10, but foaming the nanocomposite should significantly decrease it. The foamed samples were inserted in four waveguides of different dimensions, covering the 8 to 40 GHz band, cf. Fig. 5. Their scattering parameters were measured using the Line-Line method described in section 4.1.

As mentioned in the previous section, a foamed material has a lower dielectric constant than a solid one of the same chemical composition. This is shown on Fig. 12, the black and red curves correspond to PCL samples with no CNT content, and the dielectric constant of the solid sample is twice that of the foam. It can be explained by the porosity of the foams and the subsequent presence of air inside the sample, the air having a dielectric constant of 1.

On the other hand, the conductivity of foams is usually higher than that of solid samples, mainly because the CNT are forced into the side walls of pores in the foamed material and this way form a more regular network. This effect is shown on Fig. 13 for a foam and a solid sample having a close but not equal CNT content, both PCL composites.

Fig. 12. Measured dielectric constant of solid and foamed PCL nanocomposite samples, all having a similar CNT content.

Fig. 13. Measured conductivity of solid and foamed PCL/CNTs nanocomposite samples, both having a similar CNT content.
The conductivity of foamed nanocomposites increases significantly with the CNT content, as can be seen on Fig. 14(left) and the Shielding Effectiveness also increases in the same proportions, cf. Fig. 14(right). Therefore, in order to have a good SE, it appears, from these results, that the CNT content must be as high as possible.

But the addition of CNTs has an adverse effect on the Reflectivity because the dielectric constant increases significantly with CNT content, cf. Fig. 15. To measure $R$, a metallic sheet (or Perfect Electrical Conductor – PEC) is added on the output interface, cf. Fig. 9, and the sample with the PEC sheet is then characterized (Line-line method, same as samples without PEC). Part of the incident power is absorbed inside the material, the remaining power then reaches the PEC where it is totally reflected and, another part of the power is absorbed on the way back. Because of the PEC, the SE in this configuration is theoretically infinite. The power reflected back to the port 1 of the VNA, cf. Fig. 6, is the combination of the power directly reflected back at the input interface and the power reaching the metallic plate and being reflected back (the remaining power that has not been absorbed by the material on the way back).

Fig. 14. Measured conductivity of foamed PCL nanocomposite samples with increasing CNT contents (left) and the corresponding Shielding Effectiveness (right).

Fig. 15. Measured dielectric constant of foamed PCL nanocomposite samples with increasing CNT contents (left) and the corresponding Reflectivity (right).
In conclusion, foamed nanocomposites have both a higher conductivity and a lower dielectric constant than solid samples. The first are therefore better suited for shielding applications than the latter. The optimum CNT content has to be the result of a compromise between Shielding Effectiveness and Reflectivity, i.e. between conductivity and dielectric constant.

6.3 Comparison between results using the electrical model and from measurements

According to the electrical model developed in section 5.1, at low frequency, since there are no physical contacts between the grains, the equivalent capacitor, cf. Fig. 8(c), is a virtual ‘open-circuit’; therefore there is no current flowing through the composite. At high enough frequency, the equivalent capacitor is a virtual short circuit and the conductivity becomes constant. Its value depends then only on the conductivity of the conductive layer of Fig. 8(d). In other words, at low frequency when \((\omega C_T)^{-1} >> R_T\), the conductivity is very low. At high frequency, when \((\omega C_T)^{-1} << R_T\), the conductivity is constant. In between, the conductivity increases with frequency. This corresponds to a transition frequency, \(f_T\), equal to \(f_T = (2\pi R_T C_T)^{-1}\).

The dielectric constant and conductivity extracted using this model and the values from measurements are plotted on Fig. 16 and Fig. 17 for CNT contents of 50% and 0.35%, respectively. The conductivity of the conductive bottom layer \(\sigma_{CL}\) was arbitrarily chosen to be equal to 25 S/m. The height of the top layer \(H_i\) was adjusted in order to obtain the best fit between model and measurement results.

![Graph showing dielectric constant and conductivity](image)

Fig. 16. Dielectric constant (top) and conductivity (bottom) extracted using the simple electrical model and from actual measurements, for a CNT content of 50% (model parameters: \(H/H_i = 93/7\) with \(H + H_i = 0.8\) mm and \(\sigma_{CL} = 25\) S/m), from (Saib et al., 2006).

As can be seen on Fig. 16(bottom), the results obtained using our model and those from measurements show a very good adequacy. At low frequency the conductivity tends to zero. At high frequency there is a plateau, i.e. a constant conductivity. The transition
frequency is of about 10 GHz. At this frequency, a behaviour change can also be observed in
the dielectric constant-versus-frequency plot, cf. Fig. 16(top).
A CNT (weight) content of 50% is very high. The conductivity and dielectric constant were
simulated and measured for a much more realistic CNT content of 0.35%. The results are
shown on Fig. 17, the saturation plateau in the conductivity-versus-frequency plot is not
reached at 40 GHz but it is expected that with a CNT content as low as 0.35%, the transition
frequency would be well over 100 GHz. Nevertheless, the results obtained using the
electrical and those from measurements are still in very good adequacy. It must be noted
that the H/H_i ratio is very different for the 0.35 and 50% CNT content models. It can be
easily understood considering that the average distance between the conductive particles
decreases as the concentration of these particles is increased.

![Figure 17. Dielectric constant (top) and conductivity (bottom) extracted using the simple electrical model and from actual measurements, for a CNT content of 0.35% (model parameters: \( \frac{H}{H_i} = 40/60 \) with \( H + H_i = 0.8 \text{ mm} \) and \( \sigma_{CL} = 25 \text{ S/m} \), from (Saib et al., 2006).](image)

In conclusion, the simple electrical model developed in section 5.1 for CB particles can
explain and fit very well the frequency dependence of the conductivity and dielectric
constant of polymer/CNTs nanocomposites. The model shows that different frequency
behaviours of nanocomposites are related to different CNT contents, or different volumetric
H/H_i ratios in the model, hence different mean distances between particles.

### 6.3 Correlation between the electrical and rheological characterizations

As explained in sections 5.1 and 6.3, a good dispersion of the CNTs inside the polymer
matrix is the key parameter for the conductivity of the nanocomposites. The mean distance
between two CNTs should also be as small as possible. But raw CNTs, before they are
incorporated in the polymer matrix, are entangled and tend to stick to one another, as
confirmed by the Transmission Electron Microscope (TEM) picture shown on Fig. 18.
Fig. 18. TEM picture of raw MWNT before they are incorporated into the polymer matrix, from (Saib et al., 2006).

Rheological measurements can also be used to assess the dispersion of the CNTs, in particular the (oscillatory) frequency dependence of the dynamical complex modulus $G^*$, which is the ratio of stress to strain when a sinusoidal stress or strain is applied to the sample (Dynamical Mechanical Analysis or DMA), cf. (Saib et al., 2006). For elastic materials, $G^*$ is real; the response to the sinusoidal strain is also sinusoidal and in-phase with the stimulus. For visco-elastic materials like the polymer presented in this paper, $G^*$ is complex; the response is also sinusoidal but with a phase shift. The real part ($G'$) of the dynamical modulus is the in-phase, elastic, response of the material, while the imaginary part ($G''$) is the out-of-phase, viscous response. In polymers such as PCL or PS, an increase of $G'$ with CNT content at low frequency confirms the presence of mobile and flexible chains that are partially bound together by bridging structures, here the CNTs.

The real part of $G^*$ is plotted versus frequency for two sets of PS and PCL based nanocomposites, with and without CNTs, on Fig. 19. The presence of saturation at low frequency for the PCL samples containing CNTs is characteristic of the existence of a percolation threshold, after which the CNTs form a network throughout the polymer matrix, cf. Fig. 19(left).

On the contrary, there is little difference between the $G'$-versus-frequency curve for the PS sample with 1% CNTs and the one for pure PS, cf. Fig. 19(right). It means that the nanoparticles do not form an extended network inside the PS matrix.

Fig. 19. Dynamical modulus real part ($G'$) versus frequency for PCL and PS based nanocomposites, with and without CNTs, from (Saib et al., 2006).
These conclusions based upon rheological considerations are confirmed by the measurement of the electrical conductivity. The conductivities of the PCL nanocomposite with a 0.35% CNT content and of the PS one with a concentration of 1% are plotted versus frequency on Fig. 20. The electrical model explained how the value of the electrical conductivity was linked to the mean distance between the particles and therefore to the presence of a regular, well-dispersed nanoparticles network, cf. (Saib et al., 2006). The PCL composite has a much higher conductivity than the PS one, confirming the presence of a conductive network in the former and not in the latter. This is further confirmed by TEM pictures, cf. Fig 21. The CNTs in the PCL sample seem well dispersed forming an extensive network while those in the PS composite are regrouped in distinct aggregates, over 1µm apart.

![Fig. 20. Measured electrical conductivity versus frequency of the PCL composite containing a 0.35% CNT content and of the PS sample with a 1% CNT content, from (Saib et al., 2006).](image1.png)

6.4 Optimized multilayered foamed samples
As explained in section 5.2, a multilayered foam sample with graded concentrations of CNTs should exhibit simultaneously a high Shielding Effectiveness with a low dielectric constant for a lower CNT content.

![Fig. 21. TEM pictures of the PCL (left) and PS (right) nanocomposites.](image2.png)
A multilayered foam consisting of three layers of PCL with graded CNT contents (0.5%, 1% and 2% for layers 1.2, 1.1 and 0.7 cm thick, respectively) was fabricated and characterized. The total thickness of the sample is therefore equal to 3 cm and the average CNT concentration is equal to 1.03%.

The conductivity and dielectric constant were measured between 8 and 16 GHz. The Shielding Effectiveness and Reflectivity were then extracted. The results are shown on Fig. 22, along with the results for the mono-layered samples of section 6.2. As can be seen on this figure, the multi-layered foam has the same SE as the mono-layered one with the same CNT concentration as the average CNT content of the multi-layered sample. But its Reflectivity is much lower than that of all the mono-layered foams!

The graded concentration achieved by the cascade of layers with increasing CNT concentration, combined with foaming, ensures a progressive and moderate increase in dielectric constant, meaning that reflection $P_r$ at input interface of each layer is minimized, power entering the composite is maximized, and reflection is significantly reduced over a broad frequency range. The progressive increase in conductivity yielded by graded concentration contributes to the absorption of the most part of the power over the depth of the structure by conductive dissipation.

The measurements therefore confirm the high potential of multilayered foams for EMI shielding applications.

7. Conclusion

Throughout this chapter, we have seen that foamed polymer/CNTs nanocomposites make very good EMI shielding materials. They exhibit a high conductivity and a relatively low dielectric constant, leading to a high Shielding Effectiveness and a relatively low Reflectivity, although a compromise in CNT content must be found between a high SE and a low R. This was confirmed by measurement results and rheological measurements but also using a simple electrical equivalent model.
Some EMI shielding considerations were first presented. In particular, the notions of SE and R were defined and the advantage of microwave absorbers on conventional metallic shielding materials was discussed. The samples were briefly described, both foamed and in their solid form, along with their fabrication methods. The electrical characterization techniques were presented and their adequacy to the samples under test was briefly discussed. An optimized multi-layered foam topology with increasing CNT contents in each subsequent layer was proposed.

The measurement results of the solid samples, mono- and multi-layered foams, were detailed and discussed. Physical explanations were proposed. These results were also compared to those obtained using the equivalent model and rheological characterization techniques, with a very good adequacy. The three-layered foam exhibited a SE similar to that of a mono-layered sample having the same average CNT content but the R of the multi-layered foam was significantly decreased.

To conclude, nanocomposite foams have good EMI properties but a compromise on the CNT content must be found in order to have a high SE and also a low R. On the other hand, multi-layered foams with graded concentrations of CNTs are especially well suited to EMI shielding applications, having a high SE with a lower R than mono-layered samples.
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1. Introduction

In 1987, Durnin firstly discovered a class of novel solutions of the free-space scalar wave equation for beams that are diffraction-free (Durnin, 1987). This means that the time-averaged intensity pattern is unchanged in the cross-section when such beam propagates in free space (McGloin & Dholakia, 2005). It is Bessel beams that are the one most interesting family of diffraction-free beams. The transverse intensity distributions of ideal Bessel beams can be highly localized, and therefore they have many unique properties, such as large depth of field, propagation invariant and reconstruction (MacDonald et al., 1996; Bouchal et al., 1998) and so on. Unfortunately, the ideal Bessel beams can not be exactly generated, due to their infinite lateral extent and energy (Monk et al., 1999). Only their approximations known as the near or pseudo-Bessel beams can be obtained physically (Bouchal, 2003), but they can still propagate over extended distances in a diffraction-free manner (Arlt & Dholakia, 2000). In optics they could have prospective applications, such as optical alignment, interconnection, and promotion of free electron laser gain (Li et al., 2006), and they may be useful in power transmission, communications and imaging applications (Mahon et al., 2005) in millimeter and sub-millimeter range. Therefore, much attention has been paid to this subject, and numerous papers have been devoted to the generation and applications of Bessel beams.

More recently, the studies of Bessel beams at millimeter and sub-millimeter wavelengths have been carried out in our group. The main aim of this chapter is to present our investigation results comprehensively, including their theories, generation, propagation and potential applications. The relevant contents are organized as follows. Section 2 gives the scalar and vector analyses of Bessel Beams. How to produce pseudo-Bessel beams is described in Section 3 and 4. The comparison of propagation distance between apertured Bessel and Gaussian beams is made in Section 5. Lots of potential applications are discussed in the last Section 6.
2. Scalar and Vector Analyses of Bessel Beams (Yu & Dou, 2008a; Yu & Dou, 2008b)

2.1 Scalar analysis

In free space, the scalar field is governed by the following wave equation

\[ \nabla^2 E(\mathbf{r},t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} E(\mathbf{r},t) = 0 \]  

(1)

where \( \nabla^2 \) is the Laplacian operator, \( c \) is the velocity of light in free space, \( \mathbf{r} \) is the position vector. Assuming that the angular frequency is \( \omega \), the field \( E(\mathbf{r},t) \) can be written as

\[ E(\mathbf{r},t) = E(\mathbf{r}) \exp(-i\omega t) \]  

(2)

Substituting (2) into (1), we have the homogeneous Helmholtz wave equation

\[ \nabla^2 E(\mathbf{r}) + k^2 E(\mathbf{r}) = 0 \]  

(3)

where \( k = \omega^2 \mu_\epsilon_0 \), is the wave number in free space. Applying the method of separation of variables in cylindrical coordinates, we can derive the following solution from (3)

\[ E(\mathbf{r},t) = E_0 J_n(k_\perp \rho) \exp(in\varphi) \exp(i(k_z z - \omega t)) \]  

(4)

where \( E_0 \) is a constant, \( J_n \) is the \( n \)-th order Bessel function of the first kind, \( \rho = \sqrt{x^2 + y^2} \), \( x = \rho \cos \varphi \), \( y = \rho \sin \varphi \), \( k_\perp^2 + k_z^2 = k^2 \), \( k_\perp \) and \( k_z \) are the radial and longitudinal wave numbers, respectively. Thus the time-average intensity of (4) can be given by

\[ I(\rho, \varphi, z \geq 0) = |I(\rho, \varphi, z = 0)| = |E_0 J_n(k_\perp \rho)|^2 \]  

(5)

It can be seen from (5) that the intensity distribution always keeps unchanged in any plane normal to the \( z \)-axis. This is the characteristic of the so-called nondiffracting Bessel beams. When \( n = 0 \), (4) represents the zero-order Bessel beams (i.e. \( J_0 \) beams) presented by Durnin in 1987 for the first time (Durnin, 1987). The central spot of a \( J_0 \) beam is always bright, as shown in Figs. 1(a) and 1(b). The size of the central spot is determined by \( k_\perp \), and when \( k_\perp = k \), it reaches the minimum possible diameter of about \( 3\lambda/4 \), but when \( k_\perp = 0 \), (4) reduces to a plane wave. The intensity profile of a \( J_0 \) beam decays at a rate proportional to \( (k_\perp \rho)^{-1} \), so it is not square integrable (Durnin, 1987). However, its phase pattern is bright-dark interphase concentric fringes, as shown in Fig. 1(c). An ideal Bessel beam extends infinitely in the radial direction and contains infinite energy, and therefore a physically generated Bessel beam is only an approximation to the ideal. Experimentally, the generation of an approximate \( J_0 \) beam is reported firstly by Durnin and co-workers (Durnin et al., 1987). The geometrical estimate of the maximum propagation range of a \( J_0 \) beam is given by

\[ Z_{\text{max}} = R[(k/k_\perp)^2 - 1]^{1/2} \]  

(6)

where \( R \) is the radius of the aperture in which the \( J_0 \) beam is formed. We can see from (6) that when \( R \to \infty \), then \( Z_{\text{max}} \to \infty \), provided that \( k/k_\perp \) is a fixed value.

But for \( n > 0 \), (4) denotes the high-order Bessel beams (i.e. \( J_n \) beams, \( n \) is an integer). The intensity distribution of all the higher-order Bessel beams has zero on axis surrounded by concentric rings. For example, when \( n = 3 \), the \( J_3 \) beam has a dark central spot and its first bright ring appears at \( \rho = 4.201/k_\perp \), as illustrated in Figs. 2(a) and 2(b). However, the phase
pattern of the $J_n$ beam is much different from that of the $J_0$ beam. It has $2n$ arc sections distributed evenly from the innermost to the outermost ring, as shown in Fig. 2(c).

![Fig. 1. A $J_0$ beam. (a) One-dimensional (1-D) intensity distribution. (b) 2-D intensity distribution plotted in a gray-level representation. (c) Phase distribution ($t = 0, z = 0$). The relevant parameters are incident wavelength of $\lambda = 3\, \text{mm}$, and aperture radius of $R = 50\, \text{mm}$, $k_\perp = 0.962\, \text{mm}^{-1}$.]

![Fig. 2. A $J_3$ beam. (a) 1-D intensity distribution. (b) 2-D intensity distribution. (c) Phase distribution ($t = 0, z = 0$). The relevant parameters are the same as in Fig. 1, except $k_\perp = 0.638\, \text{mm}^{-1}$.]

**2.2 Vector analysis**

**2.2.1 TM and TE modes Bessel beams**

In order to discover more characteristics of Bessel beams, the vector analyses should be performed. By using the Hertzian vector potentials of electric and magnetic types $\overrightarrow{\Pi}_e, \overrightarrow{\Pi}_m$, respectively, the fields are expressed as

$$\overrightarrow{E}_e = \nabla \times \nabla \times \overrightarrow{\Pi}_e = \nabla \nabla \cdot \overrightarrow{\Pi}_e + k^2 \overrightarrow{\Pi}_e, \quad \overrightarrow{H}_e = io_\omega \mu_0 \nabla \times \overrightarrow{\Pi}_e$$

$$\overrightarrow{E}_m = -io_\omega \mu_0 \nabla \times \overrightarrow{\Pi}_m, \quad \overrightarrow{H}_m = \nabla \times \nabla \times \overrightarrow{\Pi}_m = \nabla \nabla \cdot \overrightarrow{\Pi}_m + k^2 \overrightarrow{\Pi}_m$$

(7)  

(8)

where $\overrightarrow{\Pi}_e$ and $\overrightarrow{\Pi}_m$ are the solutions to vector Helmholtz wave equation. In a source-free region, they satisfy the homogeneous vector Helmholtz equation, respectively. When the choice of $\overrightarrow{\Pi}_e = \overrightarrow{\Pi}_e \hat{z}$ and $\overrightarrow{\Pi}_m = \overrightarrow{\Pi}_m \hat{z}$, they are reduced to scalar Helmholtz equation.
\[ \nabla^2 \Pi_x + k^2 \Pi_x = 0, \quad \nabla^2 \Pi_m + k^2 \Pi_m = 0 \]  
(9)

From (3) and (4), we have deduced that the \( \Pi_x \) and \( \Pi_m \) can take the form of \( J_n(kz)\exp(\pm \imath \omega t) \). Thus, \( \Pi_x \) and \( \Pi_m \) can be written in the form

\[ \Pi_x = \Pi_{x_0} e^{\pm \imath \omega t}; \quad \Pi_m = \Pi_{m_0} e^{\pm \imath \omega t}; \]

\( \Pi_{x_0} \) and \( \Pi_{m_0} \) are the electric and magnetic dipole moments, respectively. By substituting (10) into (7) and (8) respectively, we finally obtain the TM and TE modes Bessel beams.

**TM** mode:

\[
E_{px} = iP_1 k_x J_n(kz)\exp(\pm \imath \omega t) \\
E_{py} = \frac{-n}{\rho} P_1 J_n(kz)\exp(\pm \imath \omega t) \\
E_{pz} = P_1 k_x^2 J_n(kz)\exp(\pm \imath \omega t) \\
H_{px} = \frac{-n}{\rho} P_1 k_x J_n(kz)\exp(\pm \imath \omega t) \\
H_{py} = iP_1 k_x J_n(kz)\exp(\pm \imath \omega t) \\
H_{pz} = 0
\]

(11a)

**TE** mode:

\[
E_{px} = -nP_m k_x J_n(kz)\exp(\pm \imath \omega t) \\
E_{py} = iP_m k_x J_n(kz)\exp(\pm \imath \omega t) \\
E_{pz} = 0 \\
H_{px} = iP_m k_x J_n(kz)\exp(\pm \imath \omega t) \\
H_{py} = \frac{-n}{\rho} P_m k_x J_n(kz)\exp(\pm \imath \omega t) \\
H_{pz} = P_m k_x^2 J_n(kz)\exp(\pm \imath \omega t)
\]

(11b)

From (11), their instant field vectors and intensity distributions for the TM or TE modes Bessel beams can be easily obtained. Two examples for TM and TE modes Bessel beams are illustrated in Figs. 3 and 4, respectively. From (11a), we can see that the transverse electric field component of the TM mode is only a radial part and thus it is radially polarized. This can also be seen from Fig. 3(a). Similarly, the TE mode is only an azimuthal component of the electric field and thus is azimuthally polarized. Its field vectors at \( t = 0 \) are shown in Fig. 4(a).

### 2.2.2 Polarization States

To analyze the polarization states of Bessel beams, (11) in cylindrical coordinates are transformed into rectangular coordinates. Applying the relationships: \( x = \rho \cos \phi - \phi \sin \phi \), and \( y = \rho \sin \phi + \phi \cos \phi \), we have the following representations for the electric fields.
From (11), their instant field vectors and intensity distributions for the TM or TE modes are
where
\( e_P \) and \( m_P \) are the electric and magnetic dipole moment, respectively. By substituting
\( n_{TM} \) and \( n_{TE} \) into (7) and (8) respectively, we finally obtain the TM and TE modes Bessel beams.

2.2.2 Polarization States

To analyze the polarization states of Bessel beams, (11) in cylindrical coordinates are

\[
E_{x} = \left[ i k \frac{J'_n(k \rho)}{n \rho} \cos \varphi + \frac{n}{n \rho} J_n(k \rho) \sin \varphi \right] \times P_{e} k \exp(i \omega t - i k z - \omega t) \]

\[
E_{y} = \left[ i k \frac{J'_n(k \rho)}{n \rho} \sin \varphi - \frac{n}{n \rho} J_n(k \rho) \cos \varphi \right] \times P_{e} k \exp(i \omega t - i k z - \omega t) \]

(12a)

\[
E_{x} = \left[ \frac{n}{\rho} J_n(k \rho) \cos \varphi - i k J'_n(k \rho) \sin \varphi \right] \times P_{m} \exp(i \omega t - i k z - \omega t) \]

\[
E_{y} = \left[ \frac{n}{\rho} J_n(k \rho) \sin \varphi + i k J'_n(k \rho) \cos \varphi \right] \times P_{m} \exp(i \omega t - i k z - \omega t) \]

(12b)

\[
E_{z} = 0
\]

From (3) and (4), we have deduced that the
\( J_n(z) \exp(i \omega t - i k z) \)
and
\( H_n(z) \exp(i \omega t - i k z) \)
can be written in the form
\( \exp(i \omega t - i k z) \)
and
\( \exp(i \omega t - i k z) \)
can take the form of
\( \omega \mu \exp(i \varphi) \exp(i \omega t - i k z) \)
and
\( \omega \mu \exp(i \varphi) \exp(i \omega t - i k z) \).

Thus,

\[
E_{x} = [i k \frac{J'_n(k \rho)}{n \rho} \cos \varphi + \frac{n}{n \rho} J_n(k \rho) \sin \varphi] \times P_{e} k \exp(i \omega t - i k z - \omega t) \]

\[
E_{y} = [i k \frac{J'_n(k \rho)}{n \rho} \sin \varphi - \frac{n}{n \rho} J_n(k \rho) \cos \varphi] \times P_{e} k \exp(i \omega t - i k z - \omega t) \]

(12a)

\[
E_{x} = [-\frac{n}{\rho} J_n(k \rho) \cos \varphi - i k J'_n(k \rho) \sin \varphi] \times P_{m} \exp(i \omega t - i k z - \omega t) \]

\[
E_{y} = [-\frac{n}{\rho} J_n(k \rho) \sin \varphi + i k J'_n(k \rho) \cos \varphi] \times P_{m} \exp(i \omega t - i k z - \omega t) \]

(12b)

\[
E_{z} = 0
\]

\[
E_{z} = 0
\]

\[
E_{z} = 0
\]

Fig. 3. \( TM_0 \) mode Bessel beam. (a) Instant vector diagram for the transverse component of the electric field \( (t = 0, z = 0) \). (b) The transverse electric field intensity \( (I_\perp = |E_x|^2 + |E_y|^2) \). (c) The longitudinal electric field intensity \( (I_z = |E_z|^2) \) and (d) the total electric filed intensity \( (I = I_\perp + I_z) \). The color bars illustrate the relative intensity. The relevant parameters are \( \lambda = 3 \text{mm} \), \( k_\perp = 2.004 \text{mm}^{-1} \), \( k_z = 0.608 \text{mm}^{-1} \), and \( R = 10 \text{mm} \).
The total electric fields of $E_x$ and $E_y$ are given by, respectively

$$
E_x = A_1E_{x,c} + A_2E_{x,m},
E_y = A_1E_{y,c} + A_2E_{y,m}
$$

where $A_1$ and $A_2$ are the proportional coefficients. Let $P_e = 1$, then $P_{m} = i\sqrt{e/\mu}$. Substituting (12) into (13), we can deduce the following representations:

$$
E_x = E_{x,d}\exp(i\theta_1)\exp(i\varphi)\exp[i(k_z z - \omega t)],
E_y = E_{y,d}\exp(i\theta_2)\exp(i\varphi)\exp[i(k_z z - \omega t)]
$$

where

$$
E_{x,d} = \sqrt{(B_1\cos\varphi)^2 + (B_2\sin\varphi)^2},
E_{y,d} = \sqrt{(B_1\sin\varphi)^2 + (B_2\cos\varphi)^2},
B_1 = \frac{A_1nk_z}{\rho}J_{\nu}(k_{\perp}\rho) - A_2kk_{\perp}J'_{\nu}(k_{\perp}\rho),
B_2 = A_1k_{\perp}J_{\nu}(k_{\perp}\rho) - A_2\frac{nk_z}{\rho}J_{\nu}(k_{\perp}\rho),
\theta_1 = \arctan\left(\frac{B_2\cos\varphi}{B_1\sin\varphi}\right),
\theta_2 = \arctan\left(-\frac{B_2\sin\varphi}{B_1\cos\varphi}\right).
$$

The polarization states of Bessel beams are discussed as follows:

Case 1) $\theta_2 - \theta_1 = K\pi$, where $K = 1, 2, \ldots$ is an integer. The Bessel beam is linearly polarized. To satisfy this case and assume that $n = 0$, it is demanded from (14) that $A_1 = 0$ and $A_2 \neq 0$, or $A_1 \neq 0$ and $A_2 = 0$. Under these conditions, we can acquire the zero-order Bessel beam with linear polarization, as shown schematically in Figs. 5 and 6.

Case 2) $\theta_2 - \theta_1 = +\pi/2$ and $E_{x,d} = E_{y,d}$. The Bessel beam is left-hand circularly polarized. To satisfy these requirements, the demand of $A_1/A_2 = +k/k_z$ can be derived from (14). The left-hand circularly polarized Bessel beam is illustrated in Fig. 7.

Case 3) $\theta_2 - \theta_1 = -\pi/2$ and $E_{x,d} = E_{y,d}$. The Bessel beam become right-hand circularly polarized. Similarly, the demand of $A_1/A_2 = -k/k_z$ is needed. Fig. 8 shows the right-hand circularly polarized Bessel beam.

Case 4) In other cases, the Bessel beam is elliptically polarized.
Fig. 4. TE mode Bessel beam. (a) Instant vector diagram for the transverse component of the electric field \((t = 0, z = 0)\). (b) The transverse electric field intensity. The relevant parameters are the same as in Fig. 3, except \(k_{\perp} = 11.503\) \(\text{mm}^{-1}\) and \(zk_{\perp} = 11.459\) \(\text{mm}^{-1}\). The total electric fields of \(x\) and \(y\) are given by, respectively
\[
E_x = A_1 E_A \exp(i\omega t - k_{\perp} z) + A_2 E_A \exp(-i\omega t - k_{\perp} z),
\]
where \(A_1\) and \(A_2\) are the proportional coefficients. Let \(A_1 = 0\), then \(E_y = A_2 E_A \exp(-i\omega t - k_{\perp} z)\). Substituting (12) into (13), we can deduce the following representations:
\[
x E_x = A_1 E_A \exp(i\omega t - k_{\perp} z) \\exp\left(\phi - k_{\perp} \rho\right),
\]
\[
y E_y = A_2 E_A \exp(-i\omega t - k_{\perp} z) \\exp\left(\phi - k_{\perp} \rho\right),
\]
where
\[
\begin{align*}
1\cos(\phi - \theta) + 2 & \quad \sin(\phi - \theta) \\
1\cos(\phi - \theta) - 2 & \quad \sin(\phi - \theta)
\end{align*}
\]
\[
\begin{align*}
\sqrt{1 + (\sin(\phi - \theta))^2} & \quad \sqrt{1 - (\sin(\phi - \theta))^2} \\
\sqrt{1 + (\cos(\phi - \theta))^2} & \quad \sqrt{1 - (\cos(\phi - \theta))^2}
\end{align*}
\]
\[
\begin{align*}
\tan^{-1}\left(\frac{\sin(\phi - \theta)}{\cos(\phi - \theta)}\right) & \quad \tan^{-1}\left(-\frac{\sin(\phi - \theta)}{\cos(\phi - \theta)}\right) \\
\tan^{-1}\left(\frac{\cos(\phi - \theta)}{\sin(\phi - \theta)}\right) & \quad \tan^{-1}\left(-\frac{\cos(\phi - \theta)}{\sin(\phi - \theta)}\right)
\end{align*}
\]
The polarization states of Bessel beams are discussed as follows:

Case 1) \(\omega = \pi\), where \(n = 0,1,2,...\) is an integer. The Bessel beam is linearly polarized.

To satisfy this case and assume that \(A_1 = 0\), it is demanded from (14) that \(A_2 \neq 0\), or \(A_1 \neq 0\) and \(A_2 = 0\). Under these conditions, we can acquire the zero-order Bessel beam with linear polarization, as shown schematically in Figs. 5 and 6.

Case 2) \(\omega = \pi + \pi\), and \(x E_x = y E_y\). The Bessel beam is left-hand circularly polarized. To satisfy these requirements, the demand of \(z_{1/2} = 0\) can be derived from (14). The left-hand circularly polarized Bessel beam is illustrated in Fig. 7.

Case 3) \(\omega = -\pi\), and \(x E_x = y E_y\). The Bessel beam becomes right-hand circularly polarized. Similarly, the demand of \(z_{1/2} = -1\) is needed. Fig. 8 shows the right-hand circularly polarized Bessel beam.

Case 4) In other cases, the Bessel beam is elliptically polarized.

(a)                                                 (b)                                                 (c)
Fig. 5. Linearly polarized Bessel beam. (a)-(c) Vector diagrams of the transverse component of the electric field at three different instants: \(t = 0\), \(t = 0.5T\), \(t = T\), \(T = 2\pi/\omega\), respectively. The parameters used in Fig. 5 are \(k_{\perp}/k = 0.25\), \(n = 0\), \(A_1 = 0\), and \(A_2 \neq 0\).

(a)                                                 (b)                                                 (c)
Fig. 6. Linearly polarized Bessel beam. (a)-(c) Vector diagrams of the transverse component of the electric field at three different instants: \(t = 0\), \(t = 0.5T\), \(t = T\), respectively. The parameters used in Fig. 6 are the same as in Fig. 5, except \(A_1 \neq 0\), and \(A_2 = 0\).

(a)                                                 (b)                                                (c)
Fig. 7. Left-hand circularly polarized Bessel beam. (a)-(c) Vector diagrams of the transverse component of the electric field at three different instants: \(t = 0\), \(t = 0.125T\), \(t = 0.25T\), respectively. The relevant parameters are \(k_{\perp}/k = 0.4\), and \(A_1/A_2 = +k/k_{\perp}\).
2.2.3 Energy Density and Poynting Vector

Using the above equations (11), the total time-average electromagnetic energy density for the transverse modes, TE or TM, is calculated to be

\[
\overline{w} = \frac{1}{4} \varepsilon |\vec{E}|^2 + \frac{1}{4} \mu |\vec{H}|^2 = \frac{1}{4} \varepsilon \{ (k_1 J_n)^2 + (k_2 + k_3)^2 \} \left[ \left( \frac{nJ_n}{\rho} \right)^2 + (k_1 J_n)^2 \right]
\]  

(15)

And the time-average Poynting vector power density is given by

\[
\overline{S} = \frac{1}{2} \text{Re}(\vec{E} \times \vec{H}^*) = \omega c k_1 \left[ \left( \frac{nJ_n}{\rho} \right)^2 + (k_1 J_n)^2 \right] \vec{z} + \frac{nJ_n}{\rho} (k_1 J_n)^2 \vec{\varphi}
\]  

(16)

From (15) or (16), it can immediately be seen that neither \( \overline{w} \) nor \( \overline{S} \) depends on the propagation distance \( z \). This means the time-average energy density does not change along the \( z \) axis, and our solutions clearly represent nondiffracting Bessel beams. In addition, from (16), we note that \( \overline{S} \) has the longitudinal and transverse components, which determine the flow of energy along the \( z \) axis and perpendicular to the \( z \)-axis, respectively. However, when \( n=0 \), corresponding to \( TM_0 \) or \( TE_0 \) mode, \( \overline{S} \) is directed strictly along the \( z \)-axis and is proportional to \( J_1^2 \).

3. Generation of pseudo-Bessel Beams by BOEs (Yu & Dou, 2008c; Yu & Dou, 2008d)

In optics, lots of methods for creating pseudo-Bessel Beams have been suggested, such as narrow annular slit (Durkin et al., 1987), computer-generated holograms (CGHs) (Turunen et al., 1988), Fabry-Perot cavity (Cox & Dibble, 1992), axicon (Scott & McArdle, 1992), optical refracting systems (Thewes et al., 1991), diffractive phase elements (DPEs) (Cong et al., 1998) and so on. However, at millimeter and sub-millimeter wavebands, only two methods of production Bessel beams have been proposed currently, i.e., axicon (Monk et al., 1999) and computer-generated amplitude holograms (Salo et al., 2001; Meltaus et al., 2003). Although the method of using axicon is very simple, only a zero-order Bessel beam can be generated. The other method relying on holograms can produce various types of diffraction-free beams, but their diffraction efficiencies are only around 45% (Arlt & Dholakia, 2000) owing to using amplitude holograms. In order to overcome these limitations mentioned above, in our work,
binary optical elements (BOEs) are employed and designed for producing pseudo-Bessel Beams in millimeter and sub-millimeter range for the first time. The suitable design tool is to combine a genetic algorithm (GA) for global optimization with a two-dimensional finite-difference time-domain (2-D FDTD) method for rigorous electromagnetic computation.

3.1 Description of the design tool

3.1.1 FDTD method computational model

The electric field distribution of the nth-order Bessel beam in the cylindrical coordinates system is rewritten as:

\[ E(\rho,\varphi,z) = E_0 J_n(k_{1}\rho) \exp(ikz) \exp(iz) \]  

All Bessel beams are circularly symmetric, thus our calculations are concerned only with radially symmetric system. The feature sizes of BOEs are on the order of or less than a millimeter wavelength, the methods of full wave analysis are needed to calculate the diffractive fields of BOEs. The 2-D FDTD method (Yee, 1966) is employed to compute the field diffracted by the BOE in our work. The Computational model of the FDTD method is shown schematically in Fig. 9, in which the BOE is used to convert an incident Gaussian-profile beam on the input plane into a Bessel-profile beam on the output plane, \( z_1 \) is the distance between the input plane and the BOE, and \( z_2 \) is the distance between the BOE and the output plane; the aperture radius of the BOE, which is represented by \( R \), is the same as that of the input and output planes; \( n_1 \) and \( n_2 \) represent the refractive indices of the free space and the BOE, respectively; and \( z \) is the symmetric axis and the magnetic wall is set on it to save the required memory and computing time.

When a Gaussian beam is normally incident from the input plane onto the left side of the BOE, its wave front is modulated by the BOE, and a desired Bessel beam is obtained on the output plane. It is worthy to point out that our design goal is to acquire a desired Bessel beam in the near field (i.e. the output plane). If one wants to obtain a desired field in the far field, an additional method, like angular-spectrum propagation method (Feng et al., 2003), should be employed to determine the far field.

\[ \delta \]

Fig. 9. Schematic diagram of 2-D FDTD computational model

3.1.2 Genetic Algorithm (GA)

To fabricate conveniently in technics, the DOE, with circular symmetry and aperture radius \( R \), should be divided into concentric rings with identical width \( \delta \) but different
depth \( x \), as shown in Fig. 10. The width \( \delta \) equals \( R/K \), \( K \) is a prescribed positive integer. The maximal depth of a ring is \( x_{\text{max}} = \lambda/(n_2-1) \), in which \( n_2 \) is the refractive index of the BOE. In BOEs design, the depth \( x \) of each ring can take only a discrete value. Provided that the maximal depth of a ring is quantified into \( M \)-level, in general case, \( M = 2^a \), where \( a \) is a integer, the minimal depth of a ring is \( \Delta x = x_{\text{max}}/M \). Therefore, the depth \( x \) of each ring can take only one of the values in the set of \( \{ \Delta x, 2\Delta x, ..., M\Delta x \} \). Thus, the different combination of the depth \( x \) of each ring, i.e., \( X = \bigcup_{x=1}^{K} \{ x_1 \} \), where \( x_1 \in \{ \Delta x, 2\Delta x, ..., M\Delta x \} \), represents the different BOE profile. To obtain the BOE profile which satisfies the design requirement, the different combination \( X \) should be calculated, and the optimum combination is gained finally. In fact, this is a combinatorial optimization problem (COP). The GA (Haupt, 1995; Weile & Michielssen, 1997) is adopted for optimizing the BOE profile. It operates on the chromosome, each of which is composed of genes associated with a parameter to be optimized. For instance, in our case, a chromosome corresponds to a set \( X \) which describes the BOE profile, and a gene corresponds to the depth \( x \) of a ring.

The first step of the GA is to generate an initial population, whose chromosomes are made by random selection of discrete values for the genes. Next, a fitness function, which describes the different between the desired field \( E^d \) and the calculated field \( E^c \) obtained by using 2-D FDTD method, will be evaluated for each chromosome. In our study, the fitness function is simply defined as:

\[
\text{fitness} = \sum_{u=1}^{U} (|E_u^c - |E_u^d|)^2
\]  

in which \( E_u^c \) and \( E_u^d \) are the calculated field and the desired field at the \( u \)th sample ring of the output plane, respectively. Then, based on the fitness of each chromosome, the next generation is created by the reproduction process involved crossover, mutation, and selection. Last, the GA process is terminated after a prespecified number of generations \( \text{Gen}_{\text{max}} \). The flow chart of the GA procedure is shown in Fig. 11.

Fig. 10. Division of the BOE profile into the rings with identical width \( \delta \) but different depths \( x \)

Fig. 11. The flow chart of the GA procedure

3.2 Numerical simulation results

In order to evaluate the quality of the designed BOE, we introduce the efficiency \( \eta \) and the root mean square (\( \text{RMS} \)) describing the BOE profile error (Feng et al., 2003), which are defined as, respectively.

\[
\eta = \sum_{v=1}^{V} (|E_v^i - |E_v^c|)^2
\]

\[
\text{RMS} \equiv \left( \sum_{v=1}^{V} (|E_v^i - |E_v^c|)^2 \right)^{1/2}
\]

where \( i_v \) and \( c_v \) are the areas of the \( v \)th and \( u \)th sample ring of the input and output planes, respectively; \( i_v \) is the incident field at the \( v \)th sample ring of the input plane, and \( c_u \) and \( d_u \) are the calculated field and the desired field at the \( u \)th sample ring of the output plane. To demonstrate the utility of the design method, we present three examples herein in which an incident Gaussian beam is converted into a zero-order, a first order and a second order Bessel beam respectively. The same parameters in three examples are as follows: an incident Gaussian beam waist of

\[
\omega_0 = 1.1 \lambda/n_2,
\]

\[
2 = 1.45 \lambda/n_2,
\]

\[
1 = 2 \lambda/z_1,
\]

\[
2 = 6 \lambda/z_2,
\]

\[
18 = \delta \lambda,
\]

\[
8 = R \lambda,
\]

\[
144 = K \lambda,
\]

\[
8 = M \lambda,
\]

\[
U V K \lambda = \lambda.
\]

From three cases, it is clearly seen that the fields diffracted by the designed BOE's on the output plane agree well with the desired electric field intensity distributions.
3.2 Numerical simulation results

In order to evaluate the quality of the designed BOE, we introduce the efficiency $\eta$ and the root mean square ($RMS$) describing the BOE profile error (Feng et al., 2003), which are defined as, respectively.

$$\eta = \frac{\sum_{u=1}^{U} |E_u^c|^2 S_u^c}{\sum_{u=1}^{U} |E_u^i|^2 S_u^i}$$  \hspace{1cm} \text{(19)}$$

$$RMS = \left[ \frac{1}{U-1} \sum_{u=1}^{U} \left( |E_u^i|^2 - |E_u^d|^2 \right)^2 \right]^{1/2}$$  \hspace{1cm} \text{(20)}$$

where $S_u^i$ and $S_u^c$ are the areas of the $v$th and $u$th sample ring of the input and output planes, respectively; $E_u^i$ is the incident field at the $v$th sample ring of the input plane, and $E_u^c$ and $E_u^d$ are the calculated field and the desired field at the $u$th sample ring of the output plane. To demonstrate the utility of the design method, we present three examples herein in which an incident Gaussian beam is converted into a zero-order, a first order and a second order Bessel beam respectively. The same parameters in three examples are as follows: an incident Gaussian beam waist of $w_0 = 4\lambda$, $n_i = 1.0$, $n_z = 1.45$, $z_1 = 2\lambda$, $z_2 = 6\lambda$, $\delta = \lambda/18$, $R = 8\lambda$, $K = 144$, $M = 8$, $U = V = K$. From three cases, it is clearly seen that the fields diffracted by the designed BOE’s on the output plane agree well with the desired electric field intensity distributions.
Fig. 12. Generation of a $J_0$ beam on the output plane. $\lambda = 3\text{mm}, k = 0.7635\text{mm}^{-1}, \eta = 94.494\%$ and $RMS = 5.562\%$. (a) Part of the optimized BOE profile. (b) The desired and the designed transverse intensity distribution on the output plane. (c) The 2-D transverse intensity distribution plotted in a gray-level representation, and (d) the 3-D transverse intensity distribution.

Fig. 13. Production of a $J_1$ beam on the output plane. $\lambda = 3\text{mm}, k = 0.6911\text{mm}^{-1}, \eta = 96.283\%$ and $RMS = 2.806\%$. (a) Part of the optimized BOE profile. (b) The desired and the designed transverse intensity distribution on the output plane. (c) The 2-D transverse intensity distribution, and (d) the 3-D transverse intensity distribution.

Fig. 14. Creation of a $J_2$ Bessel beam on the output plane. $\lambda = 0.333\text{mm}, k = 15.6406\text{mm}^{-1}, \eta = 97.263\%$ and $RMS = 1.845\%$. (a) Part of the optimized BOE profile. (b) The desired and the designed transverse intensity distribution on the output plane. (c) The 2-D transverse intensity distribution, and (d) the 3-D transverse intensity distribution.

4. Production of approximate Bessel beams using binary axicons (Yu & Dou, 2009)

Currently, numerous ways for generating pseudo-Bessel beams have been proposed, among which using axicon is the most popular method, owing to its simplicity of configuration and easy realization. However, at millimeter and sub-millimeter wavebands, classical cone axicons are usually bulk ones and therefore have many disadvantages, like heavy weight, large volume and thus increased absorption loss in the material. These limitations together make them extremely difficult in miniaturizing and integrating in millimeter and sub-millimeter quasi-optical systems. To overcome these problems, binary axicons, based on binary optical ideas, are introduced in our study and designed for producing pseudo-Bessel beams at sub-millimeter wavelengths. The designed binary axicons are more convenient to fabricate than holographic axicons (Meltaus et al., 2003; Courtial et al., 2006) and, become thinner and less lossy in the material than classical cone axicons (Monk et al., 1999; Trappe et al., 2005; Arlt & Dholakia, 2000). In order to analyze binary axicons accurately when illuminated by a plane wave in sub-millimeter range, the rigorous electromagnetic analysis method, that is, a 2-D FDTD method for determining electromagnetic fields in the near region in conjunction with Stratton-Chu formulas for obtaining electromagnetic fields in the far region, is adopted in our work. Using this combinatorial method, the properties of approximate Bessel beams generated by the designed binary axicons are analyzed.
Fig. 14. Creation of a $J_2$ Bessel beam on the output plane. $\lambda = 0.333 \text{mm}$, $k = 5.6406 \text{mm}^{-1}$, $\eta = 97.263\%$ and $\text{RMS} = 1.845\%$. (a) Part of the optimized BOE profile. (b) The desired and the designed transverse intensity distribution on the output plane. (c) The 2-D transverse intensity distribution, and (d) the 3-D transverse intensity distribution.

4. Production of approximate Bessel beams using binary axicons (Yu & Dou, 2009)

Currently, numerous ways for generating pseudo-Bessel beams have been proposed, among which using axicon is the most popular method, owing to its simplicity of configuration and easy realization. However, at millimeter and sub-millimeter wavebands, classical cone axicons are usually bulk ones and therefore have many disadvantages, like heavy weight, large volume and thus increased absorption loss in the material. These limitations together make them extremely difficult in miniaturizing and integrating in millimeter and sub-millimeter quasi-optical systems. To overcome these problems, binary axicons, based on binary optical ideas, are introduced in our study and designed for producing pseudo-Bessel beams at sub-millimeter wavelengths. The designed binary axicons are more convenient to fabricate than holographic axicons (Meltaus et al., 2003; Courtil et al., 2006) and, become thinner and less lossy in the material than classical cone axicons (Monk et al., 1999; Trappe et al., 2005; Arlt & Dholakia, 2000). In order to analyze binary axicons accurately when illuminated by a plan wave in sub-millimeter range, the rigorous electromagnetic analysis method, that is, a 2-D FDTD method for determining electromagnetic fields in the near region in conjunction with Stratton-Chu formulas for obtaining electromagnetic fields in the far region, is adopted in our work. Using this combinatorial method, the properties of approximate Bessel beams generated by the designed binary axicons are analyzed.
4.1 Binary axicon design

A classical cone axicon, introduced firstly by McLeod in 1954 (McLeod, 1954), is usually a bulk one, as illustrated in Fig. 15(a), in which $D$ is the aperture diameter and $\gamma$ is the prism angle. Based on binary optical ideas, the profile of a binary axicon, whose performance required is equivalent to that of a bulk one, can be easily formed. Assuming straight-ray propagation through the bulk axicon, the relation between the phase retardation $\phi(\rho)$ and the surface height $h(\rho)$ is given as (Feng et al., 2003)

$$h(\rho) = \frac{\phi(\rho)}{[(n_2 - n_1)k]}$$

where $k$ is the free space wave number, $n_1$ and $n_2$ are the refractive indexes of the air and the axicon, respectively. To generate the continuous profile of the binary axicon, the equivalent transformation can be used by (Hirayama et al., 1996)

$$h(\rho) = \left[\phi(\rho) \mod 2\pi\right] / [(n_2 - n_1)k]$$

The continuous profile of the binary axicon produced by (22) is shown in Fig. 15(c). For the multilevel axicon, the profile is quantized into equal height step $\Delta$. The quantized height is given by

$$h_n(\rho) = \text{int}[h(\rho)/\Delta]\Delta$$

where $\Delta = h_{\text{max}}/M$, $h_{\text{max}} = \lambda/(n_2 - n_1)$ and $M$ is the number of levels. Eq. (23) generates the multilevel profiles of the binary axicon. The schematic diagram of the 4-level binary axicon is illustrated in Fig. 15 (d). It is known that the larger the number of levels is, the higher the diffraction efficiency is, however, the higher the difficulty of manufacture becomes. Therefore, the compromise between the diffraction efficiency and the difficulty of manufacture should be considered when determining the number of levels. In our work the selection of the 32-level binary axicon is made. From Figs. 15(c) and 15(d), we can see easily that the designed binary axicon is not only more compact than the classical cone axicon, but also simpler to fabricate than the holographic axicon.

Fig. 15. The design process of a binary axicon. (a) A bulk axicon. (b) An axicon removed the unwanted material (red part). (c) An equivalent binary axicon with continuous profile. (d) An equivalent binary axicon quantized into four levels.

4.2 Rigorous electromagnetic analysis method

Because of rotational symmetry of the binary axicon, a 2-D FDTD method is applied to evaluate the electromagnetic fields diffracted by the binary axicon in the near region. The computational model of the 2-D FDTD method is shown schematically in Fig. 16, in which
the binary axicon is utilized to convert an incident beam into a pseudo-Bessel beam. To stimulate the entire 2-D FDTD grid, a total-scattered field approach is applied to introduce a normally incident plane wave. In this approach the connecting boundary serves to connect the total and the scattered field regions, and is the location at which the incident field is introduced. Because of the limitation of computational time and memory, the computational range of the 2-D FDTD method is truncated by using perfectly matched layer (PML) absorbing boundary conditions (ABCs) in the near region. Therefore, in order to accurately determine the electromagnetic fields in the far region, Stratton-Chu integral formulas are applied and given by (Stratton, 1941)

\[
\tilde{E}(\tilde{r}) = \int_{L} \left\{ i \omega \mu \left[ \tilde{n} \times \tilde{H}(\tilde{r}') \right] G_{0}(\tilde{r}, \tilde{r}') + \left[ \tilde{n} \times \tilde{E}(\tilde{r}') \right] \nabla' G_{0}(\tilde{r}, \tilde{r}') + \left[ \tilde{n} \cdot \tilde{E}(\tilde{r}') \right] \nabla' G_{0}(\tilde{r}, \tilde{r}') \right\} dL',
\]

\[
\tilde{H}(\tilde{r}) = \int_{L} \left\{ i \omega \varepsilon \left[ \tilde{n} \times \tilde{E}(\tilde{r}') \right] G_{0}(\tilde{r}, \tilde{r}') + \left[ \tilde{n} \times \tilde{H}(\tilde{r}') \right] \nabla' G_{0}(\tilde{r}, \tilde{r}') + \left[ \tilde{n} \cdot \tilde{H}(\tilde{r}') \right] \nabla' G_{0}(\tilde{r}, \tilde{r}') \right\} dL',
\]

where \(\tilde{r} = (\rho, z)\) and \(\tilde{r}' = (\rho', z')\) denote an arbitrary observation point in the far region and an source point on the output boundary of the 2-D FDTD model, respectively; unit vector \(\tilde{n}\) is the outer normal of the closed curve, \(L\), of the output boundary; \(G_{0}(\tilde{r}, \tilde{r}') = -iH_{0}^{(2)}(k |\tilde{r} - \tilde{r}'|)/4\), is the 2-D scalar Green’s function in free space, \(H_{0}^{(2)}\) is the zero-order Hankel function of the second kind and \(k\) is the wave number in free space; \(\omega\) is the angular frequency; \(\varepsilon\) and \(\mu\) are the permittivity and permeability, respectively.

In short, our electromagnetic analysis method is to join the 2-D FDTD method for computing the fields diffracted by the binary axicon in the near region with the Stratton-Chu integral formulas for obtaining its diffractive fields in the far region. It can be implemented by the following procedure: First, we carry out the 2-D FDTD computation and obtain the near fields, \(\tilde{E}(\tilde{r})\) and \(\tilde{H}(\tilde{r})\), on the output boundary. Then, these fields can be regarded as secondary sources and substituted into (24) to calculate the fields, \(\tilde{E}(\tilde{r})\) and \(\tilde{H}(\tilde{r})\), at arbitrary observation point in the far region. Note that the integral herein is over the closed curve, \(L\), of the output boundary.

![Fig. 16. Schematic diagram of 2-D FDTD computational model, where the 8-level binary axicon is embedded into FDTD grid.](image)

### 4.3 Demonstration of equivalence

To demonstrate the equivalent performance between the bulk axicon and the designed binary axicon, Fig. 17 shows the on-axis intensity distributions for both the bulk axicon and the 32-level binary axicon. In this case both axicons, with the same aperture...
diameter $D = 40\lambda$ and prism angle $\gamma = 10^\circ$, are normally illuminated by a plane wave of unit amplitude. Other parameters used in Fig. 17 are as follows: an incident wavelength is $\lambda = 0.32\,\text{mm}$ ($f = 0.94\,\text{THz}$), the refractive indexes of the axicon and the air are $n_1 = 1.4491$ (Teflon) and $n_2 = 1.0$, respectively. Two distributions exhibit some differences in the near region ($z < 75\lambda$). The reason is that the binary axicon suffers more from edge diffraction and truncation effects (Trappe et al., 2005). The effects can also be seen from Fig. 18(b), which has more burr than Fig. 18(a) in the near region. However, two curves show a good agreement in the region ($z > 75\lambda$), where the propagating beam can be best approximated by the Bessel beam in terms of its intensity profile. Thus, the performance of the designed binary axicon is equivalent to that of the bulk one. In order to further demonstrate the equivalent effect between two axicons, we extend our 2-D FDTD calculated region to $200\lambda$ along $z$-axis, and display their electric-field amplitudes in a pseudo-color representation in Fig. 18. It can also be seen that the designed binary axicon has the same performance as the bulk one.

Fig. 17. The axial intensity distributions for the designed binary axicon and the bulk one.

Fig. 18. Electric-field amplitude patterns plotted in a pseudo-color representation. (a) For the bulk axicon. (b) For our designed binary axicon.

4.4 Properties of pseudo-Bessel beam

In order to study the properties of a pseudo-Bessel beam, the other 32-level binary axicon having aperture diameter $D = 44\lambda$ and prism angle $\gamma = 12^\circ$, are examined. Other parameters used in this example are the same as in Fig. 17. When this axicon is normally illuminated by a plane wave of unit amplitude, its axial and transverse intensity distributions at three
representative values of \( z : z = 0.8Z_{\text{max}} \), \( Z_{\text{max}} \) and \( 1.2Z_{\text{max}} \) are shown in Figs. 19(a)-19(d), respectively. It can be seen clearly from Fig. 19(a) that the on-axis intensity increases with oscillating, and reaches its maximum axial intensity then decreases quickly, as the propagation distance \( z \) increases. The maximum value of on-axis intensity in Fig. 19(a) is \( 10.297 \), located at \( Z_{\text{max}} = 125.4 \lambda \). As shown in Fig. 19(a), if \( L_{\text{max}} \) is defined as the maximum propagation distance of a pseudo-Bessel beam, we can obtain \( L_{\text{max}} \approx 230\lambda \). In addition, according to geometrical optics (Trappe et al., 2005), a limited diffraction range \( L = 227\lambda \) is estimated by:\n\[
L = \frac{D}{2 \tan \beta} \sin(\beta + \gamma) = n_1 \sin \gamma.
\]
We discover two results almost coincide. From Figs. 19(b)-19(d) we can observe that their transverse intensity distributions are approximations to Bessel function of the first kind. The radii of their central spot are only about \( 3.5 \lambda \). This indicates that the transverse intensity distribution of pseudo-Bessel beam is highly localized. It is also interesting to point out that the radius size of \( 3.5 \lambda \) is very close to the value of \( 3.4 \lambda \), which is determined roughly from the first zero of the Bessel function \( (2.4048 \lambda/(2\pi \sin \beta)) \) (Trappe et al., 2005).

5. Propagation characteristic (Yu & Dou, 2008e)

The most interesting and attractive characteristic of Bessel beam is diffraction-free propagation distance. In optics, the comparisons of maximum propagation distance had been done between apertured Bessel and Gaussian beams by Durnin (Durnin, 1987; Durnin et al., 1988) and Sprangle (Sprangle & Hafizi, 1991), respectively. However, the completely
contrary conclusions were derived by them, owing to the difference between their contrast criteria. Because Bessel beams have many potential applications at millimeter and sub-millimeter wavebands, therefore, it is necessary and significant that the comparison is carried out at these bands. A new comparison criterion in the spectrum of millimeter and sub-millimeter range has been proposed by us. Under this criterion, the numerical results obtained by using Stratton-Chu formulas instead of Fresnel-Kirchhoff diffraction integral formula are presented; and a new conclusion is drawn.

5.1 Reviews of comparisons of Durnin and Sprangle
In this Subsection, the comparisons done by Durnin and Sprangle respectively are reviewed at first. Because of the circular symmetries of Bessel and Gaussian beams, thus our calculations are concerned only with circularly symmetric system. Let \( (\rho',0) \) and \( (\rho,z) \) be the coordinates of a pair of points on the incident and receive planes, respectively. In optics, it is well known that scalar diffraction theory yields excellent results when the wavelength is small compared with the size of the aperture and the propagation angles are not too steep (Durnin, 1987). In the Fresnel approximation the amplitude \( A(\rho,z) \) at a distance \( z \) can be obtained from Fresnel-Kirchhoff diffraction integral formula (Jiang et al., 1995)

\[
A(\rho,z) = \exp(ikz + \frac{ik\rho^2}{2z}) \left( \frac{k}{iz} \right) \int_0^R A(\rho',0) J_0(\frac{k\rho'\rho}{z}) \exp(\frac{ik\rho'^2}{2z}) \rho' \, d\rho'
\]

(25)

where \( \rho = \sqrt{x^2 + y^2} \), \( \rho' = \sqrt{x'^2 + y'^2} \), \( R \) is the aperture radius of incident plane, and

\[
A(\rho',0) = \begin{cases} J_0(k_\perp \rho') & \text{Bessel beam} \\ \exp(-\rho'^2/w_0^2) & \text{Gaussian beam} \end{cases}
\]

(26)

for all \( \rho' < R \), and zero for all \( \rho' > R \), where \( k_\perp \) is the radial wave number and \( w_0 \) is the waist radius of Gaussian beam. When \( \rho = 0 \) in (25), the axial intensity distribution \( I_\perp(0,z) \) can be given by

\[
I_\perp(0,z) = \left| A(0,z) \right|^2 = \left( \frac{k}{z} \right)^2 \left( \int_0^R A(\rho',0) \exp(\frac{ik\rho'^2}{2z}) \rho' \, d\rho' \right)^2
\]

(27)

According to Durnin’s comparison criterion (Durnin, 1987; Durnin et al., 1988): \( \rho_0 = w_0 \), that is, on the incident plane \( (z' = 0) \), the central spot radius \( \rho_0 \) of zero-order Bessel beam (i.e. \( J_0 \) beam) is equal to the waist radius \( w_0 \) of Gaussian beam, as displayed in Fig. 20(a), where \( \rho_0 = w_0 = 100\mu m \), \( k_\perp = 2.405/\rho_0 \), \( R = 2mm \), \( \lambda = 0.6328um \), we calculate the \( I_\perp(0,z) \) versus \( z \) curves by using (27), which are shown in Fig. 20(b). It can be seen clearly from Fig. 20(b) that the Bessel beam propagates farther than the Gaussian beam.

However, according to Sprangle’s comparison criterion (Sprangle & Hafizi, 1991): \( w_0 = R \), and a \( J_0 \) beam has at least one side-lobe on the incident plane, as illustrated in Fig. 21(a), we can obtain the results given in Fig. 21(b). The converse conclusion that the Bessel beam propagates no farther than the Gaussian beam can be easily drawn from Fig. 21(b).
is, on the incident plane (propagates no farther than the Gaussian beam can be easily drawn from Fig. 21(b). We can obtain the results given in Fig. 21(b). The converse conclusion that the Bessel beam propagates further than the Gaussian beam is obtained from Fresnel-Kirchhoff diffraction integral formula (Jiang et al., 1995). In the Fresnel approximation the amplitude of Gaussian beam, as displayed in Fig. 20(a), can be obtained by using Stratton-Chu formulas instead of Fresnel-Kirchhoff diffraction integral formula. In optics, it is well known that scalar diffraction theory yields excellent results when the wavelength is small compared with the size of the aperture and the propagation angles are not too steep. However, according to Sprangle’s comparison criterion (Sprangle & Hafizi, 1991): the utilization ration of aperture for the Gaussian beam is fair. Under Durnin’s criterion, the utilization ration of aperture for the Gaussian beam is very low. In fact, we should not utilize so large aperture to eradiate a Gaussian beam with so small waist radius. However, under Sprangle’s criterion, the powers carried by two beams on the incident plane are not equal. Therefore, we propose a new comparison criterion at millimeter wavelengths, which is discussed in the next Subsection.

5.2 Our comparison criterion and results
At millimeter wave bands, it is known that Fresnel-Kirchhoff diffraction integral formula based on scalar theory is not suitable for calculating the diffractive field. The Stratton-Chu formulas are one of the most powerful tools for the analysis of electromagnetic radiation problems. So, they can be credibly used to determine the diffractive field, and rewritten as (Stratton, 1941)

\[
\vec{E}(\vec{r}) = \int_{S} \left[ -i \omega \mu \left( \vec{n} \times \vec{H}(\vec{r}') \right) G_{0}(\vec{r}, \vec{r}') + \left( \vec{n} \times \vec{E}(\vec{r}') \right) \times \nabla' G_{0}(\vec{r}, \vec{r}') + \left( \vec{n} \cdot \vec{E}(\vec{r}') \right) \nabla' G_{0}(\vec{r}, \vec{r}') \right] dS'
\]

\[
\vec{H}(\vec{r}) = \int_{S} \left[ i \omega \epsilon \left( \vec{n} \times \vec{E}(\vec{r}') \right) G_{0}(\vec{r}, \vec{r}') + \left( \vec{n} \times \vec{H}(\vec{r}') \right) \times \nabla' G_{0}(\vec{r}, \vec{r}') + \left( \vec{n} \cdot \vec{H}(\vec{r}') \right) \nabla' G_{0}(\vec{r}, \vec{r}') \right] dS'
\]

Fig. 20. The comparison of Durnin. (a) Intensity distributions for a $J_{0}$ beam (---) and a Gaussian beam (----) on the incident plane where the beams are assumed to be formed. (b) Axial intensities $I_{A}(0, z)$ versus propagation distance $z$.

Fig. 21. The comparison of Sprangle. (a) Intensity distributions for a $J_{0}$ beam and a Gaussian beam on the incident plane. (b) Axial intensities $I_{A}(0, z)$ versus propagation distance $z$.
The reason why the converse conclusions were obtained by Durnin and Sprangle respectively was that the criteria taken by them were very different. This fact can be seen from Fig. 20(a) and Fig. 21(a). Moreover, the key problem of their criteria is not objective and fair. Under Durnin’s criterion, the utilization ration of aperture for the Gaussian beam is very low. In fact, we should not utilize so large aperture to eradiate a Gaussian beam with so small waist radius. However, under Sprangle’s criterion, the powers carried by two beams on the incident plane are not equal. Therefore, we propose a new comparison criterion at millimeter wavelengths, which is discussed in the next Subsection.
where \( \tilde{r} = (\rho, z) \), \( \tilde{r}' = (\rho', 0) \), \( G_0(\tilde{r}, \tilde{r}') = e^{-\alpha|\tilde{r} - \tilde{r}'|}/(4\pi|\tilde{r} - \tilde{r}'|) \), is the scalar Green’s function. Let us assume that on the incident plane \( (z' = 0) \) we have a \( J_0 \) beam and a Gaussian beam, polarized in the \( x \) direction and propagating in the \( z \) direction. They are expressed in the following forms, respectively.

\[
\begin{align*}
\tilde{E}(\tilde{r}) &= x J_0(k_x \rho), \\
\tilde{H}(\tilde{r}) &= y J_0(k_y \rho)/\eta \\
\tilde{E}(\tilde{r}) &= x \exp(-\rho'^2/w_0^2), \\
\tilde{H}(\tilde{r}) &= y \exp(-\rho'^2/w_0^2)/\eta 
\end{align*}
\]

Bessel beam

(29)

Gaussian beam

where \( \eta = \sqrt{\mu/\epsilon} \). When \( \rho = 0 \) in (28), the axial intensity distribution \( I_A(0, z) \) can be obtained by substituting (29) into (28)

\[
I_A(0, z) = \left| \tilde{E}(\tilde{r}) \right|^2 = \left| \tilde{E}(0, z) \right|^2
\]

(30)

In addition, at a certain plane \( z = z_f \), the transverse intensity distribution \( I_T(\rho, z_f) \) can also be calculated by

\[
I_T(\rho, z_f) = \left| \tilde{E}(\tilde{r}) \right|^2 = \left| \tilde{E}(\rho, z_f) \right|^2
\]

(31)

Now, we propose our contrast criterion: the same initial total power and central peak intensity on the same initial aperture. In order to compare conveniently, we also defined the propagation distance as the value of \( z \)-axis at which the axial intensity falls to \( 1/2 \). Three cases are presented herein, where the same parameters are \( \lambda = 3 \text{mm} \) and \( R = 10 \lambda \). In the first example, their intensity distributions for a \( J_0 \) beam and a Gaussian beam on the initial aperture are shown in Fig. 22(a). Using (30), we get the axial intensity distributions along \( z \)-axis, as illustrated in Fig. 22(b). For the purpose of observing the propagation process, Figs. 22(c)-22(f) display the transverse intensity distributions at \( z = 10\lambda, 20\lambda, 30\lambda, 40\lambda \), respectively. From this instance, A conclusion can be easily reach that the propagation distance of the \( J_0 \) beam is greater than that of the Gaussian beam, under the condition of the same initial total power and central peak intensity on the same initial aperture. In order to further confirm our conclusion, the other two examples are presented in Fig. 23 and Fig. 24. Apparently, a similar conclusion can be drawn from Figs. 23 and 24.

From Figs. 22(b), 23(b) and 24(b), we can also observe that the axial intensity distributions of Bessel beams oscillate more acutely than those of Gaussian beams. This is because the initial field distributions of Bessel beams near the edges of the aperture are much larger than those of Gaussian beams, and as a result, Bessel beam will suffer more diffraction on the sharp edges of the aperture than Gaussian beams.
Pseudo-Bessel Beams in Millimeter and Sub-millimeter Range

\[ r(z) = \rho, \quad \rho(0) = \rho, \quad (0, \rho) \]

is the scalar Green's function. Let us assume that on the incident plane \((0, z) = 0\) we have a \(0\) \(J\) beam and a Gaussian beam, polarized in the \(x\) direction and propagating in the \(z\) direction. They are expressed in the following forms, respectively.

\[ E_r(x)J_0(kr) \quad \text{Bessel beam} \]
\[ E_r(x)e^{-ikr} \quad \text{Gaussian beam} \]

where \(\rho_0 = \mu \varepsilon\). When \(r = 0\) in (28), the axial intensity distribution \(A_I(z)\) can be obtained by substituting (29) into (28)

\[ A_I(z) = E_r(0)E_r(z) \]

In addition, at a certain plane \(f\), the transverse intensity distribution \(T_fI(z)\) can also be calculated by

\[ T_fI(z) = E_r(f)E_r(z) \]

Now, we propose our contrast criterion: the same initial total power and central peak intensity on the same initial aperture. In order to compare conveniently, we also defined the propagation distance as the value of \(z\)-axis at which the axial intensity falls to 1/2. Three cases are presented herein, where the same parameters are \(3\) \(mm\) and \(10\) \(R\) \(\lambda\).

In the first example, their intensity distributions for a \(0\) \(J\) beam and a Gaussian beam on the initial aperture are shown in Fig. 22(a). Using (30), we get the axial intensity distributions along \(z\)-axis, as illustrated in Fig. 22(b). For the purpose of observing the propagation process, Figs. 22(c)-22(f) display the transverse intensity distributions at \(10, 20, 30, 40\) \(\lambda\), respectively.

From this instance, a conclusion can be easily reached that the propagation distance of the \(0\) \(J\) beam is greater than that of the Gaussian beam, under the condition of the same initial total power and central peak intensity on the same initial aperture. In order to further confirm our conclusion, the other two examples are presented in Fig. 23 and Fig. 24. Apparently, a similar conclusion can be drawn from Figs. 23 and 24.

From Figs. 22(b), 23(b) and 24(b), we can also observe that the axial intensity distributions of Bessel beams oscillate more acutely than those of Gaussian beams. This is because the initial field distributions of Bessel beams near the edges of the aperture are much larger than those of Gaussian beams, and as a result, Bessel beam will suffer more diffraction on the sharp edges of the aperture than Gaussian beams.

Fig. 22. The first case. (a) Intensity distributions for an apertured Bessel beam (—) and an apertured Gaussian beam (----) on the incident plane. (b) Axial intensities \(I_I(0, z)\) versus propagation distance \(z\). (c)-(f) Transverse intensity distributions at \(z = 10\lambda, 20\lambda, 30\lambda, 40\lambda\), respectively.

Fig. 23. The second case. (a) Initial Intensity distributions on the incident plane. (b) Axial intensities \(I_I(0, z)\) versus propagation distance \(z\).

Fig. 24. The last case. (a) Intensity intensity distributions on the aperture. (b) Their propagation distance.
6. Applications and Conclusions

The novel properties of the diffraction-free Bessel beams have many significant applications (Bouchal, 2003). In optics, due to the propagation invariance and extremely narrow intensity profile, Bessel beams are applicable in metrology for scanning optical systems. These beams are also suitable for large-scale straightness and measurements (Wang et al., 2003), since they can stand the atmospheric turbulence more than other beams. The imaging applications of the diffraction-free Bessel beams are also presented in (Li & Aruga, 1999), and it has been demonstrated that the imaging produced by Bessel beams can provide a longer focal depth when compared with Gaussian beams. Bessel beams can also be applied to optical interconnection and promotion of free electron laser gain (Li et al., 2006). An increasing attention is devoted to the applications of Bessel beams in nonlinear optics. The third-harmonic generation using Bessel beams was proposed by Tewari and co-workers (Tewari et al., 1996). In addition, Cerenkov second-harmonic generation by nondiffracting Bessel beams in bulk optical crystals was also suggested in (Pandit & Payne, 1997). The application of Bessel beams to increase the Z-scan sensitivity in measurement was demonstrated in (Hughes & Burzler, 1997). The radially polarized Bessel beams were applicable to accelerate the particles of the electron beam (Tidwell et al., 1992). Recently, Bessel beams are used to manipulate micrometer-sized particles. Using the self-reconstruction property of Bessel beam, it is possible to manipulate tiny particles simultaneously in multiple planes (Hegner, 2002; Garces-Chavez et al., 2002). We believe that Bessel beams are prospective for improving the resolution of images in millimeter wave imaging system (Monk, 1999). These beams may also be useful for measurements and power transmission at millimeter and sub-millimeter wavebands.

In optical region of the spectrum, diffraction-free Bessel beams have attracted much interest over the years and have been widely investigated. However, in the millimeter and sub-millimeter wave regions, exploratory work devoted to this field is much less. So, a great deal of contribution should be made to this field in the future.
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1. Introduction

In today’s world, the exponential growth from communications between people/companies in different places (at same time), the increasing requirement to measure and control all processes, the analysis in real time, the mandatory requirement to provide of information and entertainment data to electronic devices that must be increasingly smaller and more complex, requires a continuous and nonstop searching for new technologies with greater capacity, lower cost, reduced size and improved reliability.

The communications systems based on radio-frequency (RF) transmission are one of the greatest examples of this challenging demand. These systems, present in almost all equipment used in daily life as mobile phones, notebooks, wireless sensors, among other, require an increasing versatility and ability to storage of data, huge transmission rates of information and size reduction.

All this need for more sophisticated equipment, along with a greater number of services available in a single equipment (preferably portable), besides the drastic size reductions from the electronic components, requires a constant search for new architectures and new materials in order to maximize the features offered.

One of the most important parts from a RF system device is this receiver architecture. In receivers, the entry block has a key role in performance and reliability of the system. Any unresolved issue caused by this block, generates enormous problems in the following blocks of the receiver’s architecture. For this reason, considering the constant increase of services available for the same frequency bands, associated with the growing number of users for each service, the entry receiver architecture must be capable to resolve issues such as blocking problems, peak-to-average power ratio (PAPR) problems, among others. In other hand, must be capable to offer good selectivity, sensitivity, lower energy consumption for a small price.

This chapter is organized in the following way. Firstly, a general review about the most common receiving architectures is done, emphasizing its main advantages and drawbacks. Moreover, some enhancements to these architectures are also presented and its principal benefits are explained, such as Hartley and Weaver configurations. This section ends with
some considerations about the implementation of adaptable wideband architectures and multi-standard operation. In the following section several interference problems as blocking and PAPR problems will be analyzed. Furthermore, a few techniques of PAPR reduction are overviewed to receiver application. After that, two possible application fields of these concepts are addressed, wherein two projects are shown regarding the radio-frequency identification (RFID) and software-defined radio (SDR) systems. Finally, the concluding remarks are drawn.

2. Review of Receiver Front-Ends Architectures

This chapter is intended to make a review of the main receiver’s architectures known, show the main applications and study their main advantages and limitations (Besser & Gilmore, 2003), (Razavi, 1997), (Razavi, 1998).

2.1 Super-Heterodyne Receiver

The most common configuration used in RF receivers is the well known super-heterodyne architecture (Fig. 1). This configuration is based in two down-conversion stages, i.e., the RF received signal is first demodulated to an intermediate frequency (IF) and then converted to baseband signal. The received signal (Fig. 2a) is first filtered by a pre-selection filter and (after amplified by the low-noise amplifier, (LNA)) passes through another filter to reduce the image frequency effects before the first translation from RF to IF (Fig. 2b e 2c). After this stage, the signal is again filtered and demodulated to baseband (Fig. 2d), where it is converted to the digital domain where it can be processed. In this stage some architectures make an I/Q modulation in order to achieve better amplitude/phase information from the signal received.

As referred above, this architecture is currently adopted in most radio receivers due to the availability of low-cost narrowband RF and IF components with low power consumption. Furthermore, this architecture can ensure good levels of sensitive (allows lower power signal at receiver input for which there is sufficient signal-to-noise ratio at the receiver output), selective (better ability to separate the desired band from signals received at other frequencies) and is immune to most DC problems affecting homodyne architecture. However, super-heterodyne receivers have a number of substantial problems. The most important problem in this architecture is the cancellation from the image frequency. For a
good signal/image ratio is imperative that the image rejection filter has reduced transition band. To achieve this goal these filters must be performed by high-Q discrete components (SAW or ceramic filters), unpractical in today’s IC technologies. For this reason, is not possible a full integration on-chip, resulting problems like perfect LNA 50 Ω load, noise figure and non-linear behaviour in discrete components. Another way to solve image frequency problem is the use of cancellation architectures such as Hartley or Weaver, presented in section 2.5.

Despite its greater complexity, the fact that it is designed for a specific channel (in a particular wireless standard) prevents the expansion of the receiving band.

**2.2 Zero-IF Receiver**

Another typical receiver’s architecture is the zero-IF receiver (Park et al., 2006), also known as homodyne receiver (Fig. 3). This architecture is a simplified version of the super-heterodyne, because instead of two down-conversion stages, it converts the RF signal directly to baseband. The received signal (Fig. 4a) is selected at RF by a band-pass filter, and then it is amplified by an LNA, as in the previous architecture (Fig. 4b). Finally, it is directly down converted to DC by a mixer (or two mixers with a delay of 90° between them) and converted to the digital domain using a straightforward analogue-to-digital converter.
(ADC), (Fig. 4c). Compared to the last architecture this has a clear reduction in the number of analogue components and guarantees a high level of integration thanks to its simplicity.

Despite its simplicity compared to the super-heterodyne architecture, many components of the zero-IF receiver are more complex to deploy. In addition the direct translation to DC can generate several problems that strongly conditioned the use of this architecture over the super-heterodyne. Problems as DC offset, such as local oscillator (LO) leakage due to non-ideal isolation between the port from the mixer or interferer leakage due to non-ideal isolation between the port from the mixer, I/Q mismatch due to errors in I/Q modulation, Even/Odd-order distortion caused by non-linear components generated several products in harmonic frequencies, specially second-order intermodulation products that are generated around DC and large flicker noise of the mixer can easily corrupt the output signal since it is a baseband signal. Some techniques to reduce these problems associated with the increasing integration of the constituent components of the zero-IF architecture has contributed to better performance and increased use.
2.3 Low-IF Receiver

A similar configuration to the previous one is the low-IF receiver (Adiseno et al., 2002), Fig. 5, in which the RF signal is mixed down to a nonzero low or moderate IF (few hundred kHz to several MHz) instead of going directly to DC, using quadrature RF down-conversion. This solution tries to combine the advantages from the zero-IF receiver and the super-heterodyne receiver. Like zero-IF receiver, the received signal (Fig. 6a) passes through a channel-selection filter at RF and is amplified by a LNA (Fig 6b). After this similar step, the signal is down converted to a low IF, instead of zero IF (Fig. 6c), and used an image suppression block in order to cancel the negative effects from frequency image. Finally, an ADC converts the signal to digital domain, allowing the use of digital signal processing algorithms. In some low-IF architectures the image suppression block is transferred to the digital domain.

Fig. 5. A low-IF receiver architecture

Fig. 6. Frequency domain operation of a low-IF receiver

This architecture still allows a high level of integration (advantage from zero-IF) but does not suffer from the DC problems (advantage from super-heterodyne), since the desired signal is not situated around DC. However, this architecture continued to suffer from the image frequency and I/Q mismatch problems (with greater impact than in previous
architectures) and the ADC power consumption is increased since now a high conversion rate is required.

2.4 Band-Pass Sampling Receiver
An alternative to the previous configurations is the band-pass sampling receiver (Vaughan et al., 1991), (Akos et al., 1999), Fig. 7. In this architecture, the received signal is filtered by an RF band-pass filter that can be a tuneable filter or a bank of filters, and then it is amplified using a wideband LNA. The signal is then converted to the digital domain by a high sampling rate ADC and digitally processed. All the previous architectures use analogue circuitry to down-convert the incoming RF signal to I and Q baseband components, and obtaining good matching in analogue circuits is not easy. In that sense, this architecture considers firstly an analogue to digital conversion and then the I/Q demodulation in the digital domain. In this way the I/Q matching is an all digital task and obtaining sufficient matching accuracy in two digital signal paths is easily accomplished. One means to generate these digitally I/Q signals is to use the Hilbert transform (Tsui, 1995). Thus, as in the low-IF architecture, here we can take advantage of digital signal processing to alleviate some issues of the analogue front-end. Moreover, pushing the analogue-to-digital conversion closer to the antenna provides an increased flexibility.

This configuration is based on the fact that all energy from DC to the input analogue bandwidth of the ADC will be folded back to the first Nyquist zone \([0, f_s/2]\) without any mixing down conversion needed because a sampling circuit is replacing the mixer module. In Fig. 8, is shown the frequency domain operation of the band-pass sampling receiver. Whether a correct sampling frequency is chosen, it is possible to receive more than one RF signal at same time and then make its processing in the digital domain. Nevertheless, it is mandatory to include RF band-pass filtering in order to avoid overlap of other undesirable signals.
As was described in (Akos et al., 1999), it is possible to pinpoint the resulting intermediate frequencies, \( f_{IF} \), based on the following relationship

\[
\text{if } \left\lfloor \frac{f_c}{f_s/2} \right\rfloor \text{ is even, } f_{IF} = \text{rem}(f_c, f_s) \\
\text{if } \left\lfloor \frac{f_c}{f_s/2} \right\rfloor \text{ is odd, } f_{IF} = f_s - \text{rem}(f_c, f_s)
\]

(1)

where \( f_c \) is the carrier frequency, \( f_s \) is the sampling frequency, \( \text{fix}(a) \) is the truncated portion of argument \( a \), and \( \text{rem}(a,b) \) is the remainder after division of \( a \) by \( b \).

In this case, the RF band-pass signal filtering plays an important role because it must reduce all signal energy (essentially noise) outside the Nyquist zone of the desired frequency band that otherwise would be aliased. If not filtered, the signal energy (noise) outside the desired Nyquist zone is folded back to the first zone together with the desired signal, producing a degradation of the signal-to-noise ratio (SNR). This may be given by

\[
\text{SNR} = 10.\log_{10} \left( \frac{S}{N_i + (n-1)N_0} \right)
\]

(2)

where \( S \) represents the desired-signal power, \( N_i \) and \( N_0 \) are in-band and out-of-band noise, respectively, and \( n \) is the number of aliased Nyquist zones.

The advantage of this configuration is the sampling frequency needed and the subsequent processing rate are proportional to the information bandwidth, rather than to the carrier frequency. This reduces the number of components required. However, some critical requirements exist. For example, the analogue input bandwidth of the sample and hold circuit inside the ADC must include the RF carrier, which is a serious problem, considering the sampling rate of modern ADCs. Clock jitter can also be a vital problem when high frequencies implementations are considered.

### 2.5 Other Feasible Architectures

In addition to the main receiver architectures presented, there are other architectures / sub-architectures that are currently used or being developed. Some of these architectures are adaptations from older configurations that have been rearranged and use to very small circuits. As an example, the simple detector receiver (or envelope detector), used in the first AM radios, was reused for the development of very small tags (with very small
consumption) on RFID systems or even as power meters. Other architectures are used as support solutions to the previous receiver architectures problems, such as Hartley and Weaver configurations.

This section thus seeks to make a brief presentation of these architectures and a general review of all the architectures presented main advantages and limitations.

The envelope detector configuration (Fig. 9) is the most simple receiver architecture used because does not need of problematic components like mixers and local oscillators and the topology is very simple and cheap. The down-conversion method used in this architecture is based in the strong nonlinear behaviour from the diode. An interesting property of nonlinear systems is the spectral regrowth capability, which means that the system has the capability of create frequency components in the output signal that do not exist at the input side. As a result of this propriety, the received signal will present at diode output several replicas from the original signal in the harmonics and baseband frequencies. With the help of a low pass filter it is possible to eliminate all undesired frequencies and achieve the down-conversion of the desired signal without the use of mixers and local oscillators.

![Fig. 9. Envelope detector configuration and frequency domain operation](image)

This architecture is very useful in systems that require an extremely low energy consume such as passive RFID tags. The mains disadvantages of this receiver are the extreme intolerance to interferences, some DC problems (as zero-IF receiver) and very low sensitivity and selectivity, among others.

As was referred above, the Hartley and Weaver configurations are sub-architectures specially tailored to reduce/cancel the problems with the frequency image that affects strongly the super-heterodyne receiver. These architectures are similar but in last year’s Weaver architecture have gained an advantage over the Hartley architecture, especially because of their better performance when integrated into IC.

The Hartley architecture (Fig. 10) uses an I/Q modulation in first stage and, after the low-pass filter, make a 90° time shift (Hartley shift) to invert the negative part from the spectrum. The sum of components I and Q results in the cancellation of the image frequency, and also strengthen the desired signal. The main advantages from this architecture are good image rejection ratio (IRR) and the immunity to load problems that results from the needless of high quality discrete components (needed in super-heterodyne). Although this configuration is very sensible to I/Q mismatch and the non-linear behaviour from the shift-by-90° and adder blocks can be extremely deteriorative for the output signal. The 90° shift
block is also difficult to realize and its behaviour is severely affected by the variation of the discrete components used in its design.

Fig. 10. Hartley image rejection configuration and frequency domain operation

The Weaver architecture is similar to Harley in first stage. Although, the shift-by-90° block is replaced by a second I/Q modulation. The two resulting signals can be subtracted and achieve the desired signal (with cancelation from the frequency image).

Fig. 11. Weaver image rejection configuration and frequency domain operation

The Weaver arrange has the advantage that do not depend from a difficult and no reliability shift-by-90° block and bring some flexibility to architecture because with a simple switch from the adder it is possible to achieve the desired signal or frequency image signal. With a most certain digitalization from several part from the receiver architectures, this configuration can ensure better results in technologies such as SDR. Nevertheless, the Weaver architecture has some limitations. Firstly, suffer the same I/Q mismatch problem as Hartley. Secondly, the huge number of mixers and LO amounts the energy consumption
and the cost of the topology. Finally, the temperature and process variation can significantly degrade the desired signal.

As a conclusion from the previous study of receiver architectures, in Table 1 are summarized the main advantages and major problems for each architecture.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Advantages</th>
<th>Major Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-Heterodyne</td>
<td>- Selectivity</td>
<td>- Image frequency</td>
</tr>
<tr>
<td></td>
<td>- Sensitivity</td>
<td>- I/Q mismatch</td>
</tr>
<tr>
<td></td>
<td>- Immune DC problems</td>
<td>- High quality discrete components</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Perfect LNA 50Ω load</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Complexity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Noise figure</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Nonlinear behaviour in components</td>
</tr>
<tr>
<td>Zero-IF</td>
<td>- Simplicity</td>
<td>- Strong DC problems</td>
</tr>
<tr>
<td></td>
<td>- IC integration</td>
<td>- I/Q mismatch</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Even/Odd distortion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Flicker noise</td>
</tr>
<tr>
<td>Low-IF</td>
<td>- No DC problems</td>
<td>- I/Q mismatch</td>
</tr>
<tr>
<td></td>
<td>- Simplicity</td>
<td>- Image frequency</td>
</tr>
<tr>
<td></td>
<td>- Less high quality discrete components</td>
<td>- Requires high performance ADC</td>
</tr>
<tr>
<td>Band-Pass Sampling</td>
<td>- Flexibility</td>
<td>- Susceptibility to clock aperture jitter</td>
</tr>
<tr>
<td></td>
<td>- Signal manipulation</td>
<td>- Noise figure degradation</td>
</tr>
<tr>
<td></td>
<td>- Low cost, circuit area</td>
<td>- Aperture distortion</td>
</tr>
<tr>
<td></td>
<td>- Minimize DC problems and RF problems (in digital domain)</td>
<td>- Power consumption</td>
</tr>
<tr>
<td>Simple Detector</td>
<td>- Simplicity</td>
<td>- Huge degradation with interferes</td>
</tr>
<tr>
<td></td>
<td>- Low cost</td>
<td>- Low selectivity, sensitivity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Some DC problems</td>
</tr>
<tr>
<td>Hartley</td>
<td>- Good IRR</td>
<td>- I/Q mismatch</td>
</tr>
<tr>
<td></td>
<td>- Less discrete components</td>
<td>- Shift-by-90º block and adder</td>
</tr>
<tr>
<td></td>
<td>- Reduce load problems</td>
<td>- Variation of R and C in RC-CR network</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Increased number of components</td>
</tr>
<tr>
<td>Weaver</td>
<td>- Similar to Hartley</td>
<td>- Huge number of mixers</td>
</tr>
<tr>
<td></td>
<td>- Avoid RC-CR network</td>
<td>- I/Q mismatch</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Dependent VCO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Strong adjacent channel interferes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Increased number of components</td>
</tr>
</tbody>
</table>

Table 1. Comparison of previous receiver architectures

Other architectures being proposed for use in the actual and future receivers involve use of direct RF sampling techniques based on discrete-time analogue signal processing to receive the signal, such as the ones developed in (Staszewski et al., 2004), (Muhammad et al., 2005). These methods are still in a very immature stage but should be further studied due to their potential efficiency in implementing reconfigurable receivers.
2.6 Path to Future Receivers
The holy grail of future RF architectures is that they will be able to receive any type of signal despite its bandwidth and dynamic range. Even though it is considered a holy grail, the path is moving towards multi-norm, multi-standard radios that are supported in SDR, and thus on that are capable of receiving a huge range of bandwidth combined with very different power levels, and thus dynamic range approaches. This radios will move fast to be all digital, and completely defined by software. But, in order to achieve these master goals, much research and innovation still be needed. For instance in the receiving unit, the radio should have a very wide bandwidth ADC for gather and convert all the signals from analogue to digital, and this ADC should have a strong dynamic range associated, since it should receive low power signals combined with high power ones, and considering that if the radio has to receive several different signals, they should not combine each other.

In the transmitter side, the path is moving fast to the all digital PA, where the output signal is mainly a PWM modulated waveform that will traverse a switching amplifier, allowing an almost 100% efficiency, and the focus will be put on the output filter that will convert the digital waveform to analogue one, prior to feed the antenna.

Of course the last proposals are far from being possible, but researchers are moving toward there slowly.

3. Sources of Interference
In this section, we will give a detailed explanation about the complex problem related to interference between the strong transmitted signal and the weak received signal desired. This phenomenon is known as blocking. Moreover, we will analyze the impact of the signal peak-to-average power ratio, PAPR, in the receiving architectures. Another important point to be evaluated is the complexity increase that comes from the multi-standard implementation of the addressed receiving architectures. Both of these problems will provoke a limitation in the receiver’s dynamic range. Moreover, some PAPR reduction techniques that can be applied in the receiver side will be described.

3.1 Blocking Problem
The co-existence of various technologies in the wireless spectrum has always led to problems of interference between systems. The regulatory authorities (whether national or international) try to avoid those interferences with rules and restrictions to RF systems that coexist in the same frequency band or adjacent frequency bands. However, even following all these standards and specifications, the presence of interference in a particular system is unavoidable, usually leading to degradation (or loss) of its quality and functionality. The dynamic range of a receiver front-end can be defined as the ratio between the maximum tolerable signal to the minimum detectable signal. This fact advises us that a receiver must be able to detect the weak desired signal and also have sufficient dynamic range to not be blocked by an undesired strong signal.

Thus, considering any of the previous presented architectures, the first nonlinear component that appears in the receiving chain is the LNA. This component is always nonlinear, since for a certain input the output signal is no longer proportional, neither follows the superposition principle (Pedro & Carvalho, 2003).
So, if we assume that a certain system wants to receive a signal with a desired power of, for instance, -70 dBm but another system that is adjacent to this one is emitting an interfering signal with a power of about 50 dBm, we can clearly conclude that if any intermodulation products arise in the receiver chain it will completely corrupt the desired signal.

In order to better understand this problem we will consider the previous cited example and analyze that in a detailed way. Therefore, the two signals are received and the interference signal will be attenuated by the receiver input filter, for which we have attributed an out-of-band rejection of around 50 dB. Although, a cascade of filters can be used to increase the out-of-band attenuation, it will degrade the noise figure and also increase the insertion loss.

That way, the interfering signal will be attenuated by around 50 dB and arrive to the input of the LNA with a power of 0 dBm. In Fig. 12 we can see a possible frequency domain representation of this situation.

Thus, to study the possible intermodulation products in the example shown we will assume that the LNA is characterized by the following transfer function:

$$y_{LNA}(t) = a_1 x_{LNA}(t) + a_2 x_{LNA}^2(t) + a_3 x_{LNA}^3(t)$$

where $x_{LNA}$ is the signal at the input port of the LNA, $y_{LNA}$ is the output signal of the LNA, and $a_1$, $a_2$, and $a_3$ are model products coefficients.

Then, supposing that these two signals are two simple sinusoids, expression (4), we came up with a huge number of components in the outside of the LNA.

$$x_{LNA}(t) = A_1 \cos(w_1 t + \phi_1) + A_2 \cos(w_2 t + \phi_2)$$

where $A_1$ and $A_2$ are the amplitude components of interference and desire signal, and $w_1$ and $w_2$ are the respective frequency values.

Fig. 13 shows a complete overview of the frequency domain signal that is generated in the output of the LNA. If we look carefully to the third-order behaviour, we see that it will have a mixing product that falls exactly in the same frequency ($w_2$) of the desire signal. While the second-order and some of third-order intermodulation products can be eliminated by a filter that follows the LNA, there are the in-band third-order intermodulation products that
cannot be filtered out. Because we are assuming a very strong interference, $A_1$ is much higher than $A_2$, even if the LNA had very small intermodulation products (very low $a_3$), the interfering signal will continue to strongly affect the signal reception. As a result, development of techniques and sub-systems able to cancel, or at least mitigate, these adverse effects on radio receivers is of extreme importance.

\begin{align*}
\text{Fig. 13. Frequency domain schematic of the LNA output signal} \\
\end{align*}

**3.2 PAPR Problem**

PAPR is known since several years until now, actually the first known reference to this problem was made in (Landon, 1936), when he was studying the noise characteristics. The concept of PAPR is the relationship between the maximum value of the peak power and the average power of a given signal, and is a measure of great interest in actual wireless communications signals. It can be used for RF signal evaluation as well as for baseband signal evaluation (Bauml et al., 1996). Normally, this figure of merit is given in decibels and is calculated by using equation (5), where $NT$ represents the number of samples considered for the PAPR evaluation.

\begin{equation}
PAPR_{dB} = 10 \log_{10} \left( \frac{\max_{0 \leq t < NT} |x(t)|^2}{\text{mean}_{0 \leq t < NT} |x(t)|^2} \right)
\end{equation}

\begin{align*}
\text{Fig. 14. Time-domain of an example signal wherein PAPR is explained} \\
\end{align*}
The previous figure shows an explanation of the PAPR calculation for a given example signal. There we can observe that a number of 5000 samples were used to determine the respective peak and mean values and in that way provide an estimate of the PAPR value.

The evaluation of the impact of PAPR in the communication systems components is mainly made through the analysis of complementary cumulative distribution function (CCDF) curves (Agilent App. Note, 2000), in which we define a certain percentage in the CCDF curve to pinpoint the reached PAPR value. The CCDF curves are closely related to the probability density function (PDF) of the signal because they are obtained by means of CCDF = 1 – CDF, where CDF is the cumulative distribution function that is obtained directly from the PDF statistics, as shown in equation (6):

$$\text{cdf}(x) = \int_{-\infty}^{a} \text{pdf}(x)dx$$  \hspace{1cm} (6)

These curves provide a statistical description of the power levels in the signal and show how much time the signal spends at or above a certain power level. In the y-axis is represented the percent of time the signal power is at or above the power specified by the x-axis. An example of a CCDF curve is given in Fig. 15 using the previous presented signal. Analyzing the figure it is possible to affirm that the signal power exceeds the average by around 6 dB for 1% of the time (dashed red line) and also reach almost 8 dB for 0.01% of the time (dashed-point green line).

Moreover, in actual wireless communications solutions, such as WiMAX (Worldwide Interoperability for Microwave Access) or 3GPP-LTE (Long Term Evolution), the receiving stages should deal simultaneously with a significant number of different signals due to the fact that they use an adaptive coded modulation algorithm (Goldsmith & Chua, 1998), which selects the best digital modulation format to apply based in a specific condition, for instance, SNR value. These digital modulation formats could vary from simple modulations as binary phase-shift keying (BPSK) to more complex formats as 64-QAM (quadrature amplitude modulation). Looking at Fig. 16, we can detect that these different modulation
formats will produce signals with slightly different PAPR values. This fact will impose different restrictions to the receiving components projected.

Thus, it is mandatory to develop receiver configurations that can be capable to deal with the highest PAPR signal in order to not incite distortion generation. Adding to that fact, most of today standards has adopted the orthogonal frequency division multiplexing (OFDM) due to its spectral efficiency and capability to transmit high data rates over broadband radio channels. The main disadvantage of this technique is that it exhibits a high PAPR, which can be up to \( N \) times the average power (where \( N \) is the number of carriers).

So, the conjugation of both digital vector modulation formats and OFDM based schemes will lead to high values of PAPR, which limits the power that can be received or transmitted without distortion. This could lead to a necessity of using circuits with linear characteristics within a large dynamic range, otherwise the signal clipping at high levels would yield a distortion of the received signal. In fact, this PAPR problem immediately degrades the quality of the received signal because it will impose a degradation of the signal-noise ratio, SNR, in receiver ADC’s accordingly to (7). If we allow the clipping of the signals peaks, then immediately the nonlinear distortion raises (Cruz et al., 2008).

\[
SNR_{DB} = 6.02N + 1.76 - \alpha + 10 \log_{10}\left(2 \cdot OSR\right)
\]  

(7)

where \( N \) is the number of bits, \( \alpha \) the PAPR and OSR the over-sample ratio.

One possible solution to this problem is to use crest factor minimization techniques (addressed in the following section), but in that case a care should be taken in order not to degrade either the nonlinear distortion, neither the error vector magnitude of the received symbols.

At the same time, a much more complex problem appears when we take into account the multi-carrier and multi-standard receiver or transmitter operation. Regarding the multi-carrier receiver operation, for instance, GSM (Global System for Mobile Communications) and W-CDMA (Wideband-Code Division Multiple Access) use a large number of channels and if we try to receive several channels at same time using a wideband receiver we will suffer from a problem created by the high PAPR of this multi-channel signal. In Fig. 17 is
shown the value of PAPR of a GSM signal using one and three channels, where the complexity of the three GSM channels significantly degrades the overall signal PAPR.

![Fig. 17. CCDF curves for a 1-channel and 3-channels GSM signals](image)

Concerning now on the multi-standard receiver operation we can also state that the PAPR of the multi-mode signals is always much higher than the single-mode configuration, as was demonstrated in (Cruz & Carvalho, 2008). Thus, in order to assess the complexity that we will be dealing with several combinations of usually used wireless standards were produced (using an arbitrary waveform generator), such as Wi-Fi and WiMAX (since they both work at near 2.4/2.5 GHz) and GSM-1800 with W-CDMA. In Table 2 are presented the relevant characteristics of the generated signals.

<table>
<thead>
<tr>
<th>Signal Type</th>
<th>Frequency</th>
<th>Bandwidth</th>
<th>Multiplexing</th>
<th>Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 802.11g</td>
<td>2.45 GHz</td>
<td>22 MHz</td>
<td>OFDM</td>
<td>64-QAM</td>
</tr>
<tr>
<td>IEEE 802.16e</td>
<td>2.502 GHz</td>
<td>14 MHz</td>
<td>OFDM</td>
<td>64-QAM</td>
</tr>
<tr>
<td>W-CDMA</td>
<td>1.9 GHz</td>
<td>3.84 MHz</td>
<td>-</td>
<td>π/4-QPSK</td>
</tr>
<tr>
<td>GSM-1800</td>
<td>1.81 GHz</td>
<td>200 kHz</td>
<td>-</td>
<td>GMSK</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of the generated signals

![Fig. 18. CCDF curves for different multi-standard signal configurations](image)

3.3 PAPR Reduction – Required Techniques

As was mentioned in the previous section with the constant development of the wireless world there will be need to solve or to minimize the problems that have been referred. Since several years ago the notion of PAPR reduction is being an important topic of researching in the scientific area. The increase in PAPR in multi-carrier systems becomes so complex that all the possible schemes for its minimization have become a goal for wireless system design engineers.

The approaches for that minimization spans from special coding for PAPR minimization (Han & Lee, 2005), tone reservation (Tellado & Cioffi, 1998), tone injection (Han et al., 2006), clipping followed by filtering (Vaananen et al., 2002), change of the constellation diagram (Krongold & Jones, 2003), and others based on representation of the signals to transmit (Han & Lee, 2003), like partial transmit sequences (PTS) interleaving or selected mapping (SLM).

Recently, the study has been centred not on how to minimize the PAPR exclusively, but on how to have a balance, on the minimum PAPR, transmission-rate and bit-error-rate (BER) optimization. We will focus our analysis in the techniques that can be used in the receiver for PAPR minimization instead of general techniques for PAPR reduction.

Firstly, we have the Tone Injection technique (Han et al., 2006), in which the main idea is to create several constellation diagrams that can be dynamically chosen in order to reduce the PAPR. In fact, the addition of new constellation points in the constellation diagram is equivalent of injecting new tones. This new constellation point in the augmented constellation could be selected as to maintain the time waveform at a stable PAPR.

The idea from an OFDM point of view is nothing more than to add constants C to the OFDM symbol, which are carefully selected to reduce the PAPR and to not increase the BER. The effect of the added constant is to increase the constellation magnitude so that each of the point in the original constellation is mapped into the expanded constellation.
Fig. 18 shows the respective CCDF curves of each signal configuration (alone or in multi-mode operation) and it can be viewed that the multi-mode signals will produce more restrictions in terms of PAPR to the receiver components.

### 3.3 PAPR Reduction – Required Techniques

As was mentioned in the previous section with the constant development of the wireless world there will be need to solve or to minimize the problems that have been referred. Since several years ago the notion of PAPR reduction is being an important topic of researching in the scientific area. The increase in PAPR in multi-carrier systems becomes so complex that all the possible schemes for its minimization have become a goal for wireless system design engineers.

The approaches for that minimization spans from special coding for PAPR minimization (Han & Lee, 2005), tone reservation (Tellado & Cioffi, 1998), tone injection (Han et al., 2006), clipping followed by filtering (Vaananen et al., 2002), change of the constellation diagram (Krongold & Jones, 2003), and others based on representation of the signals to transmit (Han & Lee, 2003), like partial transmit sequences (PTS) interleaving or selected mapping (SLM). Recently, the study has been centred not on how to minimize the PAPR exclusively, but on how to have a balance, on the minimum PAPR, transmission-rate and bit-error-rate (BER) optimization. We will focus our analysis in the techniques that can be used in the receiver for PAPR minimization instead of general techniques for PAPR reduction.

![Fig. 19. Tone Injection based on extra constellation diagrams](image)

Firstly, we have the Tone Injection technique (Han et al., 2006), in which the main idea is to create several constellation diagrams that can be dynamically chosen in order to reduce the PAPR. In fact, the addition of new constellation points in the constellation diagram is equivalent of injecting new tones. This new constellation point in the augmented constellation could be selected as to maintain the time waveform at a stable PAPR.

The idea from an OFDM point of view is nothing more than to add constants $C$ to the OFDM symbol, which are carefully selected to reduce the PAPR and to not increase the BER.

The effect of the added constant is to increase the constellation magnitude so that each of the point in the original constellation is mapped into the expanded constellation.
The values of C are $C_k = p_k D + j q_k D$, where $p_k$ and $q_k$ are chosen to minimize the PAPR value, and the constant D is known both at the transmitter and the receiver. Fig. 19 presents this solution for the case of a 16-QAM signal.

In Fig. 19, what we can see is that the black points could also be transmitted, but no new information is added. This means that we can transmit the same digital symbol either using the white points or the black points for the same base information bit, so the modulator have some redundancy, which is chosen in order to minimize the PAPR.

The main problem is the increase in BER. Nevertheless, the augmented capability to reduce PAPR is quite satisfactory.

Other possible available technique is the Tone Reservation (Tellado & Cioffi, 1998), where the underneath idea is to reserve, that means, to select some sub carriers in order that the overall RF signal has a reduced PAPR. In DSL communication systems this is normally done in the low SNR tones, since they will not be very important for the overall signal demodulation. So, in this case, we will add some information, C, to the unused tones to reduce the overall PAPR in the time domain scenario. The unused tones are called the reserved tones and normally do not carry data or they cannot carry data reliably due to their low SNR. It is exactly these tones that are used to send optimum vector C that was selected to reduce large peak power samples of OFDM symbols. The method is very simple to implement, and the receiver could ignore the symbols carried on the unused tones, without any complex demodulation process, neither extra tail bits.

Other simple but important technique is known as Amplitude Clipping plus Filtering (Vaaninen et al., 2002), which is obviously the one that can achieve improved results and is less complex to apply. Nevertheless the clipping increases the occupied bandwidth and simultaneously degrades significantly the in-band distortion, giving rise to the increase of BER, due to its nonlinearity nature. The technique is based mainly on the following procedure: if the signal is below a certain threshold, then we let the signal as is, at the output, nevertheless if it passes that threshold then the signal should be clipped as is presented in expression (8).

$$y = \begin{cases} x & |x| \leq A \\ A e^{j \phi(x)} & |x| \geq A \end{cases}$$

(8)

where $\phi(x)$ is the phase of the input signal $x$.

The main problem of this technique is that somehow we are distorting the signal generating nonlinear distortion both in-band and out-of-band. The in-band distortion cannot be filtered out, and some form of linearizer should be used or other form of reconstruction of the signal prior to the reception block. The out-of-band emission, usually called spectral regrowth, can be filtered out, but the filtering process will increase again the PAPR. For that reason, some algorithms are used sequentially with clipping and filtering in order to converge to a minimum value. This technique can be further associated with other schemes to improve the PAPR overall solution.

Finally, we describe a scheme that is called Companding / Expanding technique (Jiang et al., 2005), which is very similar to clipping, but the signal is not actually clipped, but rather companded or expanded accordingly to its amplitude. This technique was used since the
analogue telephone lines were the voice was companded in order to reduce its dynamic range problems encountered through the transmission over the copper lines. Most of the authors have dedicated their time to select the optimum form of the companding function in order to simultaneously reduce the PAPR and improve the BER performance. Fig. 20 presents one of these schemes implementation.

\[ F(x) = \text{sgn}(x) \frac{\ln(1 + u|x|)}{\ln(1 + u)}, \quad -1 \leq x \leq 1 \]

(9)

The drawbacks of this solution are similar to the clipping technique, but in this case the nonlinear distortion can be somehow post-distorted at the receiver more efficiently, since the nonlinearity is not as severe as the clipping form.

4. Example Applications

In this section, we will present possible real-world applications of several of previous described receiving architectures, in which we will describe some evaluated experiments. These include configurations that are being used in emergent fields, such as RFID and SDR systems. In these fields the multi-standard reception and the receiver PAPR minimization techniques analyzed can bring attractive improvements.

4.1 Radio Frequency Identification Applications

An RFID system is basically composed of two main blocks: the TAG and the READER (Fig. 21).
The Tag (or transponder) is a small device that serves as identifier of a person or an object in which it was implemented. When asked by the reader, returns the information contained within its small microchip. It should be noted, however, that despite this being the most common method, there are active tags that transmit information without the presence of the reader. The reader can be considered the "brain" of an RFID system. It is responsible for liaison between external systems of data processing (computer-data based) and the tags, it is also their responsibility to manage the system.

There are typically three main groups of tags: the passive, semi-passive (or semi-active) and active ones. These names derive from the needing of an internal battery for Tag's operation and transmission of signal. From these three types of Tags which will be addressed here is the semi-passive, to have a configuration very similar to the envelope detector architecture presented above. The spectral regrowth capability from the nonlinear behaviour of the diode is used in this topology, but instead of using the second harmonic product in baseband (like an envelope detector) it will use the third harmonic products (intermodulation products) that fall close to the original signal. The operational principle of the proposed approach is depicted in Fig. 22.

The operational principle is as follows:

- The READER send an RF signal, at $\omega_2$, modulated by a pseudo-random sequence and in a different frequency, $\omega_1$, an un-modulated carrier RF signal.
- When the signal arrives to the TAG, a RF transceiver demodulates it and re-modulated in a different carrier and re-emitted to the air interface.
The READER has a receiver tuned to this frequency, which allows to receive a replica of the transmitted signal.

Now the two pseudo-random signals, the transmitted one, and the received one, could be compared in time, and the time of travel is calculated.

This time delay indicates the distance between the READER and the TAG. Obviously, this distance is the ray of semi-circle with centre in the READER. For a correct location of the TAG, at least three different READERS are needed, as shown in Fig. 22(b).

This is a very simple procedure to locate the RFID. The use of an simple diode to generate a third harmonic product that can be used to re-emitted the signal back to the reader, prevents the process of demodulation and subsequent modulation of the data, do not need for local oscillators and reduce the number of a mixer, resulting a huge savings in energy consumption and cost of the components involved.

As seen, the only energy required in the Tag is the strictly necessary for the polarization of the diode. The entire RF path (reception and re-transmission) only use the energy of the signal received from the reader. In addition, this architecture enables the operation in full-duplex system, because the reader sends and receives on different frequencies allowing the simultaneous emission and reception.

![Fig. 23. (a) RFID Tag prototype and (b) block diagram](image)

In Fig. 23 is presented the prototype of this simple envelope detector modified to this particularly case and its block diagram. The simple architecture and the small number of components could enable the full integration, creating an almost passive tag that would allow a location in real-time in full-duplex mode.

A more detailed description and some simulated and laboratory results can be found in any of these references (Gomes & Carvalho, 2007), (Gomes & Carvalho, 2008).

### 4.2 Software Defined Radio Applications

In order to demonstrate the application of the previous overviewed receiver architectures in SDR field, we have implemented, as an example, a band-pass sampling receiver, Fig. 7, using laboratory instruments. We used a fixed band-pass filter to select the fifth Nyquist zone to avoid aliasing of other undesired signals. This was followed by a commercially available wideband (0.5 – 1000 MHz) LNA with a 1 dB compression point of +9 dBm, an approximate gain of 24 dB, and a noise figure of nearly 6 dB. We used a commercially available 12-bit pipeline ADC that has a linear input range of approximately +11 dBm with an analogue input bandwidth of 750 MHz. Due to some limitations of the arbitrary
waveform generator used for the clock signal, a clock frequency of 100 MHz was utilized. The input RF frequency was in the fifth Nyquist zone, more precisely at \( f_{RF} = 220 \) MHz. In that sense, considering the clock frequency referred and the sample and hold circuit (inside the ADC) behaviour this RF signal was folded back to the first Nyquist zone, and fell in an intermediate frequency of \( f_{IF} = 20 \) MHz, obtained with equation (1). The feature of sub-sampling operation of the ADC, depicted in Fig. 8, was discussed in (Cruz et al., 2008) wherein the authors clearly demonstrate an ADC operating in a sub-sampled configuration obtaining very similar results in all of the Nyquist zones evaluated. Furthermore, in order to obtain accurate measurement results we used the set-up proposed in (Cruz et al., 2008a) shown in Fig. 24, to completely characterize our receiver, mainly in terms of nonlinear distortion.

As can be seen from this set-up, the input signal was acquired by a sampling oscilloscope, while the output signal was acquired by a logic analyzer. The measured data were then post-processed using a commercial mathematical software package in the control computer. Then, we carried out measurements when several multisines having 100 tones with a total occupied bandwidth of 1 MHz were applied. We produced different amplitude/phase arrangements for the frequency components of each multisine waveform. In fact, these signals were intended to mimic different time-domain-signal statistics and thus provide different PAPR values (Remley, 2003), (Pedro & Carvalho, 2005). A WiMAX (IEEE 802.16e standard, 2005) signal was also used as the SDR front-end excitation. In this case, we used a single-user WiMAX signal in frequency division duplex (FDD) mode with a bandwidth of 3 MHz and a modulation type of 64-QAM (¾).

Fig. 25 presents the measured statistics for each excitation (multisines and WiMAX). The Constant Phase multisine is the one where the relative phase difference is 0° between the tones, yielding a large value of 20 dB PAPR. On the other hand, the uniform and normal multisines have uniformly and normally distributed amplitude/phase arrangements, respectively. These constructions yield around 2 dB PAPR for the uniform case and around 9 dB PAPR for the normal case. As can be observed in Fig. 25 the WiMAX signal is similar to the multisine with normal statistics.
The waveform generator used for the clock signal, a clock frequency of 100 MHz was utilized. The input RF frequency was in the fifth Nyquist zone, more precisely at $f_{RF} = 220$ MHz. In that sense, considering the clock frequency referred and the sample and hold circuit (inside the ADC) behaviour this RF signal was folded back to the first Nyquist zone, and fell in an intermediate frequency of $f_{IF} = 20$ MHz, obtained with equation (1). The feature of sub-sampling operation of the ADC, depicted in Fig. 8, was discussed in (Cruz et al., 2008) wherein the authors clearly demonstrate an ADC operating in a sub-sampled configuration obtaining very similar results in all of the Nyquist zones evaluated. Furthermore, in order to obtain accurate measurement results we used the set-up proposed in (Cruz et al., 2008a) shown in Fig. 24, to completely characterize our receiver, mainly in terms of nonlinear distortion.

Fig. 24. Measurement set-up used in the characterization of the SDR front-end receiver

As can be seen from this set-up, the input signal was acquired by a sampling oscilloscope, while the output signal was acquired by a logic analyzer. The measured data were then post-processed using a commercial mathematical software package in the control computer. Then, we carried out measurements when several multisines having 100 tones with a total occupied bandwidth of 1 MHz were applied. We produced different amplitude/phase arrangements for the frequency components of each multisine waveform. In fact, these signals were intended to mimic different time-domain-signal statistics and thus provide different PAPR values (Remley, 2003), (Pedro & Carvalho, 2005). A WiMAX (IEEE 802.16e standard, 2005) signal was also used as the SDR front-end excitation. In this case, we used a single-user WiMAX signal in frequency division duplex (FDD) mode with a bandwidth of 3 MHz and a modulation type of 64-QAM (¾).

Fig. 25 presents the measured statistics for each excitation (multisines and WiMAX). The Constant Phase multisine is the one where the relative phase difference is 0º between the tones, yielding a large value of 20 dB PAPR. On the other hand, the uniform and normal multisines have uniformly and normally distributed amplitude/phase arrangements, respectively. These constructions yield around 2 dB PAPR for the uniform case and around 9 dB PAPR for the normal case. As can be observed in Fig. 25 the WiMAX signal is similar to the multisine with normal statistics.

Fig. 25. Measured statistics for each excitation used, (a) CCDF and (b) PDF

Fig. 26 presents the measured results at the output of the SDR receiver using the logic analyzer, where the left graph shows the total power averaged over the excitation band of frequencies, while the right graph shows the total power in the upper adjacent channel arising from nonlinear distortion.

Fig. 26. Measured results at output of SDR receiver, (a) fundamental power and (b) adjacent channel power

It is clear that the signal with constant-phase statistics deviates from linearity at a much lower input power level than for the other cases since the PAPR of that signal is much higher and so clipping occurs at a relatively low input level. As well, the adjacent channel power is significantly higher for the constant phase case than for the others. As expected, the WiMAX signal performs very similarly to the multisine with normal statistics, both in the fundamental output power and in the adjacent channel power for a medium/large-signal operation (after around -30 dBm in its input). This happens because both signals have similar statistical behaviours. The higher small-signal adjacent channel power observed in the WiMAX signal compared to the multisine measurements is due to the intrinsic characteristics of this signal that is based on an OFDM technique, which results in a
significantly higher out-of-channel power. The obtained results allow us to stress that the signal PAPR could completely degrade the overall performance of such type of receiver in terms of nonlinear distortion and thus being a very important parameter in the design of a receiver front-end for SDR operation. Another point that is an open problem and should be evaluated is the characterization of SDR components, which is only possible with the utilization of a mixed-mode instrument as the one implemented in (Cruz et al., 2008a).

5. Summary and Conclusions

In this chapter we have presented a review of the mostly known receiver architectures, wherein the main advantages and relevant disadvantages of each configuration were identified. We also have analyzed several possible enhancements to the receiver architectures presented, which include Hartley and Weaver configurations, as well as new receiver architectures based in discrete-time analogue circuits.

Moreover, the main interference issues that receiver front-end architectures could experience were shown and analyzed in depth. Furthermore, some PAPR reduction techniques that may be applied in these receiver front-ends were also shown. In the final section, two interesting applications of the described theme were presented.

As was said, the development of such multi-norm, multi-standard radios is one of the most important points in the actual scientific area. Also, this fact is very important to the telecommunications industry that is expecting for such a thing. Actually, this is what is being searched for in the SDR field where the motivation is to construct a wideband adaptable radio front-end, in which not only the high flexibility to adapt the front end to simultaneously operate with any modulation, channel bandwidth, or carrier frequency, but also the possible cost savings that using a system based exclusively on digital technology could yield. It is expected that this chapter becomes a good start for RF engineers that wants to learn something about receivers and its impairments.
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1. Introduction

The oceans of the Earth work in concert with the atmosphere to control and regulate the environment. Fed by the sun, the interaction of land, ocean, and atmosphere produces the phenomenon of weather and climate. Only in the past half-century meteorologists have begun to understand weather patterns well enough to produce relatively accurate, although limited, forecasts of future weather patterns. One limitation of predicting future weather is that meteorologists do not adequately know the current weather. An accurate understanding of current conditions over the ocean is required to predict future weather patterns. Until recently, detailed local oceanic weather conditions were available only from sparsely arrayed weather stations, ships along commercial shipping lanes and sparsely distributed oceans buoys (Long, et al, 1976).

The development of satellite and airborne remote sensing has improved the situation significantly. Satellite remote sensing has demonstrated its potential to provide measurements of weather conditions on a global scale as well as airborne remote sensing on a local scale. Measurements of surface wind vector and wave height are assimilated into regional and global numerical weather and wave models, thereby extending and improving our ability to predict future weather patterns and sea/ocean surface conditions on many scales.

A pilot also needs operational information about wind over sea as well as wave height to provide safety of hydroplane landing on water.

Many researchers solve the problem of remote measuring of the wind vector over sea actively (Moore & Fung, 1979), (Melnik, 1980), (Chelton & McCabe, 1985), (Feindt, et al, 1986), (Masuko, et al, 1986), (Wismann, 1989), (Hildebrand, 1994), (Carswell, et al, 1994). On the global scale, the information about sea waves and wind, in general, could be obtained from a satellite using active microwave instruments: Scatterometer, Synthetic Aperture Radar (SAR) and Radar Altimeter. However, for the local numerical weather and wave
models as well as for a pilot on a hydroplane to make a landing decision, the local data about wave height, wind speed and direction are required.

Research on microwave backscatter by the sea surface has shown that the use of a scatterometer, radar designed for measuring the surface scatter characteristics, allows for an estimation of sea surface wind vector because the normalized radar cross section (NRCS) of the sea surface depends on the wind speed and direction. Based on experimental data and scattering theory, a significant number of empirical and theoretical backscatter models and algorithms for estimation of the sea wind speed and direction from satellite and airplane have been proposed (Long, et al, 1976), (Moore & Fung, 1979), (Melnik, 1980), (Chelton & McCabe, 1985), (Masuko, et al, 1986), (Wismann, 1989), (Hildebrand, 1994), (Carswell, et al, 1994), (Wentz, et al, 1984), (Young, (1993), (Romeiser, et al, 1994). The accuracy of the wind direction measurement is ±20°, and the accuracy of the wind speed measurement is ±2 m/s in the wind speed range 3-24 m/s.

SAR provides an image of the roughness distribution on the sea surface with large dynamic range, high accuracy, and high resolution. Retrieval of wind information from SAR images provides a useful complement to support traditional wind observations (Du, et al, 2002). Wind direction estimation amounts to measuring the orientation of boundary-layer rolls in the SAR image, which are often visible as image streaks. The sea surface wind direction (to within a 180° direction ambiguity) is assumed to lie essentially parallel to the roll or image-streak orientation. Wind speed estimation from SAR images is usually based on a scatterometer wind retrieval models. This approach requires a well-calibrated SAR image. The wind direction estimated from the European remote sensing satellite (ERS-1) SAR images is within a root mean square (RMS) error of ±19° of in situ observations, which in turn results in an RMS wind speed error of ±1.2 m/s (Wackerman, et al, 1996).

The radar altimeter also provides the information on the sea wind speed, which can be determined from the intensity of the backscattered return pulse, and on the sea wave height, which can be deduced from the return pulse shape. At moderate winds (3-12 m/s), the wind speed can be measured by the altimeter with an accuracy of about ±2 m/s. The typical accuracy of radar altimeter measurements of the significant wave height is of the order of ±0.5 m (or 10 %, whichever is higher) for wave heights between 1 and 20 m (Komen, et al, 1994). Unfortunately, altimeter wind measurements yield wind velocity magnitude only, and do not provide information on wind direction.

Mostly narrow-beam antennas are applied for such wind measurement. Unfortunately, a microwave narrow-beam antenna has considerable size at Ku-, X- and C-bands that hampers its placing on flying apparatus. Therefore, a better way needs to be found.

At least two ways can be proposed. The first way is to apply the airborne scatterometers with wide-beam antennas as it can lead to the reduction in the antenna size. The second way is to use the modified conventional navigation instruments of flying apparatus in a scatterometer mode, which is more preferable.

From that point of view, the promising navigation instruments are the airborne radar altimeter (ARA), the Doppler navigation system (DNS) and the airborne weather radar (AWR). So, the principles of recovering the sea surface wind speed and direction, using those navigation instruments are discussed in this chapter.
2. Principle of Near-Surface Wind Vector Estimation

Radar backscatter from the sea surface varies considerably with incidence angle (Hildebrand, 1994). Near nadir is a region of quasi-specular return with a maximum of NRCS that falls with increasing the angle of incidence. Between incident angles of about 20° and 70°, the NRCS falls smoothly in a so-called “plateau” region. For middle incident angles, microwave radar backscatter is predominantly due to the presence of capillary-gravity waves, which are superimposed on large gravity waves on the sea surface. Small-scale sea waves of a length approximately one half the radar wavelength are in Bragg resonance with an incident electromagnetic wave. At incidence angles greater than about 70° is the “shadow” region in which NRCS falls dramatically, due to the shadowing effect of waves closer to the radar blocking waves further away.

The wind blowing over sea modifies the surface backscatter properties. These depend on wind speed and direction. Wind speed \( U \) can be determined by a scatterometer because a stronger wind will produce a larger NRCS \( \sigma^0(U, \theta, \alpha) \) at the middle incidence angle \( \theta \) and a smaller NRCS at the small (near nadir) incidence angle. Wind direction can also be inferred because the NRCS varies as a function of the azimuth illumination angle \( \alpha \) relative to the up-wind direction (Spencer & Graf, 1997).

To extract the wind vector from NRCS measurements, the relationship between the NRCS and near-surface wind, called the “geophysical model function”, must be known. Scatterometer experiments have shown that the NRCS model function for middle incidence angles is of the widely used form (Spencer & Graf, 1997)

\[
\sigma^0(U, \theta, \alpha) = A(U, \theta) + B(U, \theta) \cos \alpha + C(U, \theta) \cos(2\alpha), \tag{1}
\]

where \( A(U, \theta) \), \( B(U, \theta) \) and \( C(U, \theta) \) are the Fourier terms that depend on sea surface wind speed and incidence angle, \( A(U, \theta) = a_0(\theta)U^{\gamma_0(\theta)} \), \( B(U, \theta) = a_1(\theta)U^{\gamma_1(\theta)} \), and \( C(U, \theta) = a_2(\theta)U^{\gamma_2(\theta)} \); \( a_0(\theta), a_1(\theta), a_2(\theta), \gamma_0(\theta), \gamma_1(\theta) \) and \( \gamma_2(\theta) \) are the coefficients dependent on the incidence angle.

As we can see from (1), an NRCS azimuth curve has two maxima and two minima. The main maximum is located in the up-wind direction, the second maximum corresponds to the down-wind direction, and two minima are in cross-wind directions displaced slightly to the second maximum. With increase of the incidence angle, the difference between two maxima and the difference between maxima and minima become so significant (especially at middle incidence angles) that this feature can be used for retrieval of the wind direction over water (Ulaby, et al., 1982).

In the general case, the problem of estimating the sea surface wind navigational direction \( \psi_w \) consists in defining the main maximum of a curve of the reflected signal intensity (azimuth of the main maximum of the NRCS \( \sigma_{\text{max}} \))

\[
\psi_w = \psi_{\sigma_{\text{max}}} \pm 180°, \tag{2}
\]
and the problem of deriving the sea surface wind speed consists in determination of a reflected signal intensity value from the upwind direction or from some or all of the azimuth directions. The azimuth NRCS curve can be obtained using the circle track flight for a scatterometer with an inclined one-beam fixed-position antenna or the rectilinear track flight for a scatterometer with a rotating antenna (Masuko, et al, 1986), (Wismann, 1989), (Carswell, et al, 1994).

Also, the wind speed over sea can be measured by a scatterometer with a nadir-looking antenna (altimeter) using, for instance, the following NRCS model function at zero incident angle $\sigma^0(U,0^\circ)$ (Chelton & McCabe, 1985).

$$\sigma^0(U,0^\circ)[dB] = 10(G_1 + G_2 \log_{10} U_{19.5}),$$  \hspace{1cm} (3)

where $G_1$ and $G_2$ are the parameters, $G_1 = 1.502, G_2 = -0.468$; $U_{19.5}$ is the wind speed at 19.5 m above the sea surface. A comparison of altimeter wind speed algorithms together with (3) is represented in (Schöne & Eickschen, 2000).

Thus, the scatterometer having an antenna with inclined beams provides the information on both the wind speed over sea and the wind direction, and the scatterometer with a nadir-looking antenna allows estimating only the sea surface wind speed and provides no information on the wind direction.

### 3. Wind Vector Measurement Using an Airborne Radar Altimeter

#### 3.1 Airborne Radar Altimeter

The basic function of the ARA is to provide terrain clearance or altitude with respect to the ground level directly beneath the aircraft. The ARA may also provide vertical rate of climb or descent and selectable low altitude warning (Kayton & Fried, 1997).

Altimeters perform the basic function of any range measuring radar. A modulated signal is transmitted toward the ground. The modulation provides a time reference to which the reflected return signal can be reflected, thereby providing radar-range or time delay and therefore altitude. The ground represents an extended target, as opposed to a point target, resulting in the delay path extending from a point directly beneath the aircraft out to the edge of antenna beam. Furthermore, the beam width of a dedicated radar altimeter antenna must be wide enough to accommodate normal roll-and-pitch angles of the aircraft, resulting in a significant variation in return delay.

The ARA is constructed as FM-CW or pulsed radar. The frequency band of 4.2 to 4.4 GHz is assigned to the ARA. The frequency band is high enough to result in reasonably small sized antennas to produce a 40° to 50° beam but is sufficiently low so that rain attenuation and backscatter from rain have no significant range limiting effects. Typical installations include a pair of small microstrip antennas for transmit and receive functions (Kayton & Fried, 1997).

#### 3.2 Beam Sharpening

As the ARA has a widebeam antenna and wind measurements are performed with the antennas having comparatively narrow beams (beamwidth of $4^\circ - 10^\circ$), to apply the ARA for wind vector estimation the beam sharpening technologies should be used.
Lately, to sharpen the effective antenna beams of real-aperture radars avoiding the size enlargement of their antennas, Doppler discrimination along with range discrimination have been employed. An example of application of such a simultaneous range Doppler discrimination technique is the conically scanning pencil-beam scatterometer performing wind retrieval (Spencer, et al, 2000a). When simultaneous range Doppler processing is used, the resolution cell is delineated by the iso-Doppler and iso-range lines projected on the surface, where the spacing between the lines is the achievable Doppler or range resolution respectively. As the beam scans, the azimuth resolution is the best at the side-looking locations and is the coarsest at the forward and afterward locations. A conceptual description of such a scatterometer has been described in (Spencer, et al, 2000b).

Another example of employing the simultaneous range Doppler discrimination technique is the delay Doppler radar altimeter developed at the Applied Physics Laboratory of the Johns Hopkins University (Raney, 1998). The delay Doppler altimeter uses coherent processing over a block of received returns to estimate the Doppler frequency modulation imposed on the signals by the forward motion of the altimeter. Doppler analysis of the data allows estimating their along-track positions relative to the position of the altimeter. It follows that the along-track dimension of the signal data and the cross-track (range or time delay) dimensions are separable. In contrast to the response of a conventional altimeter having only one independent variable (time delay), the delay Doppler altimeter response has two independent variables: along-track position (functionally related to Doppler frequency) and cross-track position (functionally related to time delay). After delay Doppler processing, these two variables describe an orthonormal data grid. With this data space in mind, delay Doppler processing may be interpreted as an operation that flattens the radiating field in along-track direction. Unfortunately, a cross-track ambiguity takes place under measurements, as there are two possible sources of reflections (one from the left side and another from the right side), which have a given time delay at any given Doppler frequency (Raney, 1998).

Recently, the sensitivity of signals from the Global Positioning System (GPS) to propagation effects was found to be useful for measurements of surface roughness characteristics from which wave height, wind speed, and direction could be determined. The Delay Mapping Receiver (DMR) was designed, and a number of airborne experiments were completed. The DMR includes two low-gain (wide-beam) L-band antennas: a zenith mounted right-hand circular polarized antenna, and a nadir mounted left-hand circular polarized (LHCP) antenna. It is assumed that a downward-looking LHCP antenna intercepts only the scattered signal and is insensitive to the direct signal. By combining code-range and Doppler measurements, the receiver distinguished particular patches of the ocean surface illuminated by GPS signal that, in fact, is the delay Doppler spatial selection. The estimated wind speed using surface-reflected GPS data collected at a variety of wind speed conditions showed an overall agreement better than 2 m/s with data obtained from nearby buoy data and independent wind speed measurements derived from satellite observations. Wind direction agreement with QuikSCAT measurements appeared to be at the 30° degree level (Komjathy, et al, 2001), (Komjathy, et al, 2000).

3.3 Wind Vector Estimation Using an Airborne Radar Altimeter with the Antenna Forming the Circle Footprint

As the radar altimeter and the scatterometer are required on board of an amphibious airplane, their measurements should be integrated in a single instrument. One of the ways
of such integration is to use a short-pulse wide-beam nadir-looking radar, like an airborne Wind-Wave Radar (Hammond, et al, 1977), but with additional Doppler filters. Here, only a short-pulse scatterometer mode of estimating the wind vector by such an airborne altimeter is considered (Nekrassov, 2003).

Let a flying apparatus equipped with a scatterometer (altimeter) having a nadir-looking wide-beam antenna make a horizontal rectilinear flight with the speed \( V \) at some altitude \( H \) above the mean sea surface, the antenna have the same beamwidth \( \theta_a \) in both the vertical and horizontal planes, forming a glistening zone on the sea surface, and then transmit a short pulse of duration \( \tau \) at some time \( t = 0 \) (Fig. 1). If the surface is (quasi-) flat, the first signal return, from the nadir point, occurs at time \( t_0 = 2H/c \), where \( c \) is the speed of light. The trailing edge of the pulse undergoes the same interactions as the leading edge but delayed in time by \( \tau \). The last energy is received from nadir at time \( t_0 + \tau \), and the angle for the pulse-limited footprint is \( \theta_p = \sqrt{ct/H} \). For larger values of time, an annulus is illuminated. The angular incident resolution \( \Delta \theta \) is the poorest at nadir, and it improves rapidly with the time from the nadir point.

![Fig. 1. Two-cell geometry of wind vector measurement by the ARA with the antenna forming a circle footprint](image)

Let the NRCS model function for middle incident angles (annulus zone) be of the form (1) and the NRCS model function for the pulse-limited footprint be of the form (3). Then, the following algorithm to estimate the wind vector over the sea surface can be proposed. The wind speed can be obtained by means of nadir measurement, for instance, from (3) and converted to a height of measurement of 10 m (\( U_{10} = U \)), which is mostly used today; for a neutral stability wind profile using the following expression (Jackson, et al, 1992)

\[
U_{10} = 0.93U_{19.5} = 0.93 \cdot 10^{\text{log}_{10} \sigma'(U, \theta') - G_1} / G_2 ,
\]  

(4)
or using (1), the average azimuthally integrated NRCS obtained from the annulus zone \( \sigma_{an}^2(U, \theta) \) can be represented in the following form (Nekrassov, 2002)

\[
\sigma_{an}^2(U, \theta) = \frac{1}{2\pi} \int_0^{2\pi} \sigma^2(U, \theta, \alpha) d\alpha = A(U, \theta)
\]

and then the wind speed can be found from the following equation

\[
U = \left( \frac{A(U, \theta)}{a_0(\theta)} \right)^{1/\gamma_0(\theta)} = \left( \frac{\sigma_{an}^2(U, \theta)}{a_0(\theta)} \right)^{1/\gamma_0(\theta)}.
\]  

This method of wind speed estimation allows averaging the power reflected from whole annulus area. However, NRCS values from essentially different azimuthal directions are required to derive a wind direction.

It is necessary to note that the dependence of measured NRCS value on the angular size of a pulse-limited footprint should be taken into account, if the narrow-beam NRCS model function is used. Therefore, the nadir NRCS data obtained by an altimeter having a nadir-looking wide-beam antenna should be corrected in case of a pulse-limited footprint angular size is over approximately 5° – 6° (Nekrassov, 2001).

Now assume that narrow enough Doppler zones could be provided by means of Doppler filtering (Fig. 1). Then, the intersection of an annulus with a Doppler zone would form a spatial cell that discriminates the signal scattered back from the appropriate area of the annulus in the azimuthal direction. Employing Doppler filtering, which provides the azimuthal selection under the measurements with the azimuth resolution (azimuth angular size of a cell) \( \Delta \alpha \) in the directions of 0° and 180° relative to the flying apparatus’ course as represented by Fig. 1, the wind direction can be derived. To provide the required azimuth angular sizes of the cells, the frequency limits of the fore-Doppler filter \( F_{D1f} \) and \( F_{D2f} \) and of the aft-Doppler filter \( F_{D1a} \) and \( F_{D2a} \) (relative to the zero-Doppler frequency shift) should be as follows

\[
F_{D1f} = -F_{D1a} = \frac{2V}{\lambda} \sin\left( \theta - \frac{\Delta \theta}{2} \right),
\]

\[
F_{D2f} = -F_{D2a} = \frac{2V}{\lambda} \sin\left( \theta + \frac{\Delta \theta}{2} \right),
\]

where \( \lambda \) is the radar wavelength.

At low speed of flight the Doppler effect is not so considerable as at higher speed of flight, and so such locations of the selected cells allows to use the maximum Doppler shifts available. Unfortunately, the coarsest azimuth resolution

\[
\Delta \alpha = 2 \arccos \left( \frac{\sin(\theta - \Delta \theta)}{\sin \theta} \right)
\]
takes place in that case, and the NRCS model function \( \sigma^\circ(U, \theta, \alpha, \Delta \alpha) \), which considers the azimuth angular size of a cell, should be used.

\[
\sigma^\circ(U, \theta, \alpha, \Delta \alpha) = \frac{1}{\Delta \alpha} \int_{\alpha-0.5\Delta \alpha}^{\alpha+0.5\Delta \alpha} \sigma^\circ(U, \theta, \alpha') d\alpha'
\]

\[
= A(U, \theta) + k_1(\Delta \alpha)B(U, \theta)\cos \alpha + k_2(\Delta \alpha)C(U, \theta)\cos(2\alpha), \tag{9}
\]

where \( k_1(\Delta \alpha) \) and \( k_2(\Delta \alpha) \) are the coefficients dependent on the azimuth angular size of a cell

\[
k_1(\Delta \alpha) = \frac{2\sin(0.5\Delta \alpha)}{\Delta \alpha},
\]

\[
k_2(\Delta \alpha) = \frac{\sin \Delta \alpha}{\Delta \alpha}. \quad (10)
\]

Let \( \sigma^\circ(U, \theta, \alpha, \Delta \alpha) \), and \( \sigma^\circ(U, \theta, \alpha + 180^\circ, \Delta \alpha) \) be the NRCS obtained with the fore-Doppler and aft-Doppler filters from the cells corresponding to the maximum value of the Doppler shift (Fig. 1). Then, the speed of wind can be found from (6), and two possible wind directions \( \psi_{w,1,2} \) can be found as the following

\[
\psi_{w,1,2} = \psi - \alpha_{1,2} \pm 180^\circ, \tag{11}
\]

where \( \alpha_{1,2} \) are two possible up-wind directions

\[
\alpha_{1,2} = \pm \arccos\left(\frac{\sigma^\circ(U, \theta, \alpha, \Delta \alpha) - \sigma^\circ(U, \theta, \alpha + 180^\circ, \Delta \alpha)}{2k_1(\Delta \alpha)B(U, \theta)}\right). \tag{12}
\]

Unfortunately, an ambiguity of the wind direction takes place in the measurement. Nevertheless, this ambiguity can be eliminated by recurring measurement after 45° change of the flying apparatus’ course. The nearest wind directions of pairs of wind directions measured before and after course changing will give the true wind direction.

### 3.4 Wind Vector Estimation Using an Airborne Radar Altimeter with the Antenna Forming the Ellipse Footprint

To eliminate need of measurements with two different courses of flight under estimation of the sea surface wind speed and direction by the ARA, a modified beam shape forming the ellipse footprints should be used (Nekrasov, 2008a).

Let the antenna beam is wide enough, then two annulus zones at incidence angles \( \theta_1 \) and \( \theta_2 \) could be formed as shown by Fig. 2. They will have angular incidence widths \( \Delta \theta_1 \) and \( \Delta \theta_2 \) respectively. Now, let the altimeter antenna form an ellipse footprint so that the longer axis
of the footprint is rotated by 45° from the horizontal projection of the longitudinal axis of a flying apparatus as shown in Fig. 3.

![Diagram](image.png)

**Fig. 2.** Forming the annulus zones

![Diagram](image.png)

**Fig. 3.** Geometry of wind vector measurement by ARA having the antenna with the different beamwidth in the vertical and horizontal planes, forming the ellipse footprint, when the longer axis of the footprint is rotated by 45° from the horizontal projection of the longitudinal axis of a flying apparatus.
Then, two annulus zones at incidence angles $\theta_1$ and $\theta_2$ ($\theta_1 < \theta_{a,h} < \theta_2 < \theta_{a,v}$) could be formed, and the range Doppler selection can facilitate the identification of cells with the NRCS $\sigma'(U, \theta_1, \alpha)$ and $\sigma'(U, \theta_1, \alpha + 180^\circ)$ corresponding the azimuth directions $\alpha$ and $\alpha + 180^\circ$ from the first annulus, and the identification of cells with the NRCS $\sigma'(U, \theta_2, \alpha + \psi_d)$ and $\sigma'(U, \theta_2, \alpha + 180^\circ + \psi_d)$ corresponding the azimuth directions $\alpha + \psi_d$ and $\alpha + 180^\circ + \psi_d$ from the second annulus.

To provide the required azimuth angular sizes of cells of the first annulus $\Delta \alpha_1$ and the second annulus $\Delta \alpha_2$, as shown in Fig. 4, the frequency limits of the fore-Doppler filter $F_{D1,f}$ and $F_{D2,f}$, and of the aft-Doppler filter $F_{D1,a}$ and $F_{D2,a}$ (relative to the zero-Doppler frequency shift) should be as follows

$$
F_{D1,f} = -F_{D1,a} = \frac{2V}{\lambda} \sin \left( \theta_1 - \frac{\Delta \theta_1}{2} \right),
$$
$$
F_{D2,f} = -F_{D2,a} = \frac{2V}{\lambda} \sin \left( \theta_1 + \frac{\Delta \theta_1}{2} \right); \tag{13}
$$
$$
F_{D1,f} = -F_{D1,a} = \frac{2V}{\lambda} \sin \theta_2 \cos \left( \psi_d + \frac{\Delta \alpha_2}{2} \right),
$$
$$
F_{D2,f} = -F_{D2,a} = \frac{2V}{\lambda} \sin \theta_2 \cos \left( \psi_d - \frac{\Delta \alpha_2}{2} \right). \tag{14}
$$

Fig. 4. Forming the selected cells and their angular sizes in horizontal plane.
Then, two annulus zones at incidence angles $\theta_1$ and $\theta_2$ could be formed, and the range Doppler selection can facilitate the identification of cells with the NRCS, corresponding the azimuth directions $\alpha$ and $180^\circ - \alpha$ from the first annulus, and the identification of cells with the NRCS, corresponding the azimuth directions $d\alpha + \alpha$ and $d\alpha + 180^\circ - \alpha$ from the second annulus.

To provide the required azimuth angular sizes of cells of the first annulus $\Delta\alpha_1$ and the second annulus $\Delta\alpha_2$, as shown in Fig. 4, the frequency limits of the fore-Doppler filter $f_{DF1}$ and $f_{DF2}$, and of the aft-Doppler filter $a_{DF1}$ and $a_{DF2}$ (relative to the zero-Doppler frequency shift) should be as follows:

$$\Delta\alpha_1 = 2 \arccos \left( \frac{\sin(\theta_1 - \Delta\theta)}{\sin \theta_1} \right),$$

$$\Delta\alpha_2 = \arccos \left( \frac{\sin(\theta_1 - 0.5\Delta\theta)}{\sin \theta_2} \right) - \arccos \left( \frac{\sin(\theta_1 + 0.5\Delta\theta)}{\sin \theta_2} \right).$$

From (13) and (14), we obtain the azimuth location of cells of the second annulus $\psi_d$, $180^\circ + \psi_d$, and their angular size in the horizontal plane

$$\psi_d = 0.5 \left[ \arccos \left( \frac{\sin(\theta_1 - 0.5\Delta\theta)}{\sin \theta_2} \right) + \arccos \left( \frac{\sin(\theta_1 + 0.5\Delta\theta)}{\sin \theta_2} \right) \right],$$

$$\Delta\alpha_2 = \arccos \left( \frac{\sin(\theta_1 - 0.5\Delta\theta)}{\sin \theta_2} \right) - \arccos \left( \frac{\sin(\theta_1 + 0.5\Delta\theta)}{\sin \theta_2} \right).$$

The speed of wind can be found from (6). Two possible up-wind directions $\alpha_{1an,1,2}$ can be found from the NRCS values obtained from cells of the first annulus, and another two possible up-wind directions $\alpha_{2an,1,2}$ can be found from the NRCS values obtained from cells of the second annulus (Nekrasov, 2007)

$$\alpha_{1an,1,2} = \pm \arccos \left( \frac{\sigma_1(U, \theta_1, \alpha) - \sigma_1(U, \theta_1, \alpha + 180^\circ)}{2k_1(\Delta\alpha_1)B(U, \theta_1)} \right),$$

$$\alpha_{2an,1,2} = \pm \arccos \left( \frac{\sigma_1(U, \theta_2, \alpha + \psi_d) - \sigma_1(U, \theta_2, \alpha + 180^\circ + \psi_d)}{2k_1(\Delta\alpha_2)B(U, \theta_2)} \right).$$

The nearest up-wind directions of pairs of the up-wind directions obtained (one from $\alpha_{1an,1,2}$ and one from $\alpha_{2an,1,2}$) will give the true up-wind direction $\alpha$, and then, the navigational direction of wind can be found

$$\psi_w = \psi - \alpha \pm 180^\circ.$$

### 3.5 Conclusion to Wind Vector Estimation Using an Airborne Radar Altimeter

The study has shown that the wind vector over sea can be measured by means of an ARA employed as a nadir-looking wide-beam short-pulse scatterometer in conjunction with Doppler filtering. Such a measuring instrument should be equipped with two additional Doppler filters (a fore-Doppler filter and an aft-Doppler filter) to provide the spatial selection under the wind measurements.

For the two-cell geometry of wind vector estimation, when the spatially selected cells are located in the directions of $0^\circ$ and $180^\circ$ relative to the flying apparatus' course, an ambiguity of the wind direction appears in the measurement. Nevertheless, to find the true wind direction, a recurring measurement after $45^\circ$ change of the flying apparatus' course is required. The nearest wind directions of pairs of wind directions obtained before and after
course changing will give the true wind direction. To avoid such inconvenience under estimation of the sea surface wind speed and direction by the ARA, a modified beam shape forming the ellipse footprints should be used. Such an altimeter should operate at a Ku-band (or at least at a C-band) using a horizontal transmit and receive polarization. A lower radar wavelength provides Doppler selection at a lower speed of flight, and at the Ku-band, the upwind/downwind and upwind/crosswind differences in the NRCS values at middle incidence angles (for wind speed of 3 to 24 m/s) are greater than at the lower bands. Horizontal transmit and receive polarizations provide greater upwind/downwind differences in the NRCS values at middle incidence angles than the vertical polarizations. Incidence angle of the second annulus zone should tend to 45°, and the incidence angle of the first annulus zone should be no less than 20°. The antenna should have different beamwidths in the vertical and horizontal planes ($\theta_{a,v} > \theta_{a,h}$) and form the ellipse footprint so that the longer axis of the footprint is rotated by approximately 45° from the horizontal projection of the longitudinal axis of a flying apparatus. It is desirable that the antenna is installed so that the longer axis of the ellipse footprint coincides with the azimuth locations of cells of the second annulus in operating regime.

### 4. Doppler Navigation System Application for Estimation of the Wind Speed and Direction

#### 4.1 Doppler Navigation System

DNS is the self-contained radar system that utilizes the Doppler effect (Doppler radar) for measuring the ground speed and drift angle of flying apparatus and accomplishes its dead-reckoning navigation (Sosnovskiy & Khaymovich, 1987). The internationally authorized frequency band of 13.25 to 13.4 GHz has been allocated for airborne Doppler navigation radar. A center frequency of 13.325 GHz of the band corresponds to a wave length of 2.25 cm. This frequency represents a good compromise between too low a frequency, resulting in low-velocity sensitivity and large aircraft antenna size and beam widths, and too high a frequency, resulting in excessive absorption and backscattering effects of the atmosphere and precipitation. (Earlier Doppler radars operated in two somewhat lower frequency bands, i.e., centered at 8.8 and 9.8 GHz, respectively, but now these bands are no longer used for stand-alone Doppler radars.) (Kayton & Fried, 1997).

Measurement of the wind vector and drift angle of flying apparatus is based on change of a Doppler frequency of the signal reflected from the underlying surface, depending on a spatial position of an antenna beam. Usually, an antenna of the DNS has three beams ($\lambda$-configuration; beams 1, 2, and 3) or four beams ($x$-configuration; beams 1, 2, 3, and 4) located in space as represented in Fig. 5. An effective antenna beamwidth is of 3° to 10° (Kolchinskiy, et al, 1975). Power reasons (DNS should operates over water as well as over land) and sensitivity of the DNS to velocity influence a choice of a mounting angle of a beam axis in the vertical plane $\theta_0$.

Fig. 6 shows curves of the NRCS versus incidence angle for radar system operating in the frequency band (Ke-band) currently assigned to Doppler navigation radar (Kayton & Fried, 1997). It is seen from the curves that for most types of terrain the NRCS decreases slowly with increase of the beam incidence angle. However, for water surfaces, the NRCS falls radically as the incidence angle increases and assumes different values for different conditions of sea state or water roughness. For the typical Doppler-radar incidence angles of...
15° to 30° (Kolchinskiy, et al, 1975), the NRCS is considerably smaller for most sea states than for land and decreases markedly for the smoother sea state. Therefore, a conservative Doppler-radar design is based on an NRCS for the smoothest sea state over which the aircraft is expected to navigate. (Very smooth sea states are relatively rare).

There are two basic antenna system concepts used for drift angle measurement. These are the fixed-antenna system, which is used in most modern systems, and the track-stabilized (roll-and-pitch-stabilized) antenna system. For physically roll-and-pitch-stabilized antenna systems, the value of an incidence angle remains essentially constant and equal to the chosen design value. For fixed-antenna system, a conservative design is based on the NRCS and range for the largest incidence angle that would be expected for the largest combination of pitch and roll angles of the aircraft (Kayton & Fried, 1997).

The choice of a mounting angle of a beam axis in the inclined plane η₀ (nominal angle between antenna longitudinal axis and central beam direction) represents a compromise between high sensitivity to velocity and over-water accuracy, which increases with smaller mounting angles of a beam axis in the inclined plane, and high signal return over water, which increases for larger mounting angles of a beam axis in the inclined plane. Most equipments use a mounting angle of a beam axis in the inclined plane of somewhere between 65° and 80° (Kayton & Fried, 1997). The choice of a mounting angle of a beam axis in the horizontal plane Γ₀ depends on the desired sensitivity to drift, which tends to increase
with increasing that mounting angle. For the typical Doppler-radar, mounting angles of a beam axis in the horizontal plane are of 15° to 45° (Kolchinskiy, et al, 1975). The relationship among those mounting angles is (Kayton & Fried, 1997)

$$\cos \eta_0 = \cos \Gamma_0 \cos \theta_0.$$  \quad (19)

The mounting angle of a beam axis in the horizontal plane should satisfy the following condition \( \Gamma_0 > \beta_{\text{dr,max}} \), where \( \beta_{\text{dr,max}} \) is the maximum possible drift angle (Sosnovskiy & Khaymovich, 1987). The mounting angle of a beam axis in the inclined plane is defined by requirements to the width of a Doppler spectrum of the reflected signal \( \Delta f_D \), which depends on the effective antenna beamwidth in the inclined plane \( \theta_{a, \text{incl}} \). The relative width of a Doppler spectrum \( \frac{\Delta f_D}{F_D} \) is given by (Davydov, et al, 1977)

$$\frac{\Delta f_D}{F_D} = \frac{\theta_{a, \text{incl}}}{\sqrt{2}} \tan \eta_0,$$  \quad (20)

where \( F_D \) is the Doppler frequency, \( F_D = \frac{2V_g}{\lambda} \cos \eta_0 \), \( V_g \) is the aircraft velocity relative to the ground. To perform high accuracy measurements with the DNS, the following condition should be provided (Davydov, et al, 1977)

$$\frac{\Delta f_D}{F_D} \leq 0.1 \pm 0.2.$$  \quad (21)

Thus, from (20) and (21), the mounting angle of a beam axis in the inclined plane should satisfy the following condition

$$\eta_0 \leq \arctan \left[ \frac{(0.1 \pm 0.2) \sqrt{2}}{\theta_{a, \text{incl}}} \right].$$  \quad (22)

From (22), assuming that the effective antenna beamwidth in the inclined plane is typical and equal to 5°, the condition of choice the mounting angle of a beam axis in the inclined plane is

$$\eta_0 \leq 58.3° \pm 72.2°.$$  \quad (23)

Then, using (19), the areas of admissible mounting angles of beam axes could be obtained. Lower limits corresponding to the maximum admissible mounting angles of beam axis in the inclined plane and area of typical mounting angles of beam axes in the vertical and horizontal planes are represented in Fig. 7 (Nekrasov, 2008b). Trace 1 and trace 2 are the lower limits corresponding to the maximum admissible mounting angles of beam axis in the inclined plane of 58.3° (lower limit of high accuracy of measurement at \( \frac{\Delta f_D}{F_D} = 0.1 \)) and 72.9° (lower limit of sufficient high accuracy of measurement at \( \frac{\Delta f_D}{F_D} = 0.2 \)).
respectively. A dash line displays the area of typical mounting angles of beam axes in the vertical and horizontal planes.

Fig. 7 demonstrates that for typical mounting angles of beam axes, sufficient high accuracy of measurement by the DNS is provided for the most part of the area of typical mounting angles in the vertical and horizontal planes. The measurement accuracy rises with increase of the beam incidence angle in the vertical plane.

The DNS multi-beam antenna allows selecting a power backscattered by the underlying surface from different directions, namely from directions corresponding to the appropriate beam relative to the aircraft course $\psi$, e.g. $\psi_{0.a.1}$, $\psi_{0.a.2}$, $\psi_{0.a.3}$, and $\psi_{0.a.4}$, as shown in Fig. 5. Each beam provides angular resolutions in the azimuthal and vertical planes, $\Delta\alpha$ and $\Delta\theta$ respectively. As three or four NRCS values obtained from considerably different azimuth directions are quite enough to measure the wind vector over water by intensity of reflected signal (Nekrassov, 1997), an airborne DNS can be used as a multi-beam (three- or four-beam) scatterometer for recovering the near-surface wind speed and direction. For this purpose, an airborne DNS having the following mounting angles of antenna beam axes $\theta_0 = 30^\circ$ and $\Gamma_0 = 30^\circ \div 45^\circ$, or $\theta_0 > 30^\circ$ ($\theta_0 \rightarrow 45^\circ$) and $\Gamma_0 = 30^\circ \div 45^\circ$, could be used. The second case requires a heightened transmitted power in comparison with the first case. Nevertheless, it allows a better usage the anisotropic properties of the water surface scattering at middle incidence angles to measure the near-surface wind vector, and also to increase an accuracy of measurement of typical DNS parameters.
4.2 Wind Vector Estimation Using a Doppler Navigation System with the Fixed-Antenna System

Let a flying apparatus equipped with a DNS make a horizontal rectilinear flight with the speed \( V \) at some altitude \( H \) above the mean sea surface, the DNS use a multi-beam fixed-antenna system (physically non-stabilized to the local horizontal), and so, the values of the incidence angles of beams and beam locations in azimuthal plane are not equal to the chosen antenna system (physically non-stabilized to the local horizontal), and so, the values of the speed \( V \) at some altitude \( H \) above the mean sea surface, the DNS use a multi-beam fixed-design values. Then, the actual azimuth direction of beam \( N \) follows the actual measurement at mounting angle of beam axis in the inclined plane of 58.3° (lower limit of high accuracy of measurement at \( \Delta f_D / F_D = 0.1 \)); trace 2 is the lower limit, which corresponds to the maximum admissible mounting angle of beam axis in the inclined plane of 72.9° (lower limit of sufficient high accuracy of measurement at \( \Delta f_D / F_D = 0.2 \)); dash line is the contour of the area of typical mounting angles of beam axes in the vertical and horizontal planes.

Fig. 7. Lower limits corresponding to the maximum admissible mounting angles of beam axis in the inclined plane and area of typical mounting angles of beam axes in the vertical and horizontal planes: trace 1 is the lower limit corresponding to the maximum admissible mounting angle of beam axis in the inclined plane of 58.3° (lower limit of high accuracy of measurement at \( \Delta f_D / F_D = 0.1 \)); trace 2 is the lower limit, which corresponds to the maximum admissible mounting angle of beam axis in the inclined plane of 72.9° (lower limit of sufficient high accuracy of measurement at \( \Delta f_D / F_D = 0.2 \)); dash line is the contour of the area of typical mounting angles of beam axes in the vertical and horizontal planes.
where $\psi_{0.a.N}$ is the azimuthal mounting angle of the beam axis $N$ relative to the aircraft course $\psi$, $\psi_{0.a.1} = \Gamma_0$, $\psi_{0.a.2} = 180^\circ - \Gamma_0$, $\psi_{0.a.3} = 180^\circ + \Gamma_0$, $\psi_{0.a.4} = 360^\circ - \Gamma_0$, $\gamma_a$ is the roll angle of flying apparatus (right roll is positive), $\theta_a$ is the pitch angle of flying apparatus (pull-up is positive).

For example, five-degree roll and pitch combinations at a mounting angle of a beam axis in the vertical plane of $30^\circ$ and an arbitrary mounting angle of a beam axis in the azimuthal plane may lead to a beam axis shift up to $6.4^\circ$ in the vertical plane and up to $14.4^\circ$ in the azimuthal plane. The same roll and pitch combinations at a mounting angle of a beam axis in the vertical plane of $45^\circ$ lead to a lesser beam axis shift up to $5.5^\circ$ in the vertical plane and up to $10.6^\circ$ in the azimuthal plane. So, that possible difference of the actual beam axis angles from the mounting angles should be taken into account under a measuring algorithm development, and it is desirable that the mounting angle of a beam axis in the vertical plane tends to $45^\circ$.

Let the sea surface wind blow in direction $\psi_w$, and the angle between the up-wind direction and the aircraft course is $\alpha$. Let the NRCS model function for middle incident angles be of the form (1). In case of the selected cell is narrow enough in the vertical plane, that is true for the DNS, the NRCS model function for middle incidence angles (1) can be used without any correction for wind measurement while the azimuth angular size of a cell is up to $15^\circ - 20^\circ$ (Nekrassov, 1999). If the DNS would be a multi-beam roll-and-pitch-stabilized antenna system, the NRCS values obtained with beams 1, 2, 3 and 4 would be as follows $\sigma^\circ(U, \theta_0, \alpha + \psi_{0.a.1})$, $\sigma^\circ(U, \theta_0, \alpha + \psi_{0.a.2})$, $\sigma^\circ(U, \theta_0, \alpha + \psi_{0.a.3})$ and $\sigma^\circ(U, \theta_0, \alpha + \psi_{0.a.4})$ respectively. As the DNS has a fixed-antenna system, the NRCS values obtained with beams 1, 2, 3 and 4 are $\sigma^\circ(U, \theta_{\psi.a.1}, \alpha + \psi_{\theta.a.1})$, $\sigma^\circ(U, \theta_{\psi.a.2}, \alpha + \psi_{\theta.a.2})$, $\sigma^\circ(U, \theta_{\psi.a.3}, \alpha + \psi_{\theta.a.3})$ and $\sigma^\circ(U, \theta_{\psi.a.4}, \alpha + \psi_{\theta.a.4})$ respectively. Then, the following algorithm to estimate the wind vector over the sea surface can be proposed.

The wind speed and up-wind direction are found by solving a system of equation for a three-beam DNS.
Then, the wind direction can be found as follows

\[ \psi_w = \alpha \pm 180^\circ \]  

(28)

4.3 Wind Vector Estimation Using a Doppler Navigation System with the Roll-And-Pitch-Stabilized Antenna System

Let a flying apparatus equipped with a DNS make a horizontal rectilinear flight with the speed \( V \) at some altitude \( H \) above the mean sea surface, the DNS use a roll-and-pitch-stabilized antenna (physically stabilized to the local horizontal) and so the value of an incidence angle \( \theta \) remains essentially constant and equal to the chosen design value \( \theta_0 \). Let the aircraft velocity vector \( V \) be located along the intersection of the local horizontal plane and the local vertical plane through the longitudinal axis of aircraft (condition of no-drift angle and no-climb angle), that means that the aircraft flight is horizontal and the aircraft course \( \psi \) is the same as the aircraft’s ground track. The directions of the DNS beams 1, 2, 3, 4...
relative to the aircraft course are $\psi_{0,3,1}$, $\psi_{0,3,2}$, $\psi_{0,3,3}$, and $\psi_{0,3,4}$ respectively (Fig. 5.). Let the sea surface wind blow in direction $\psi_w$, and the angle between the up-wind direction and the aircraft course is $\alpha$. Let the NRCS model function for middle incident angles be of the form (1). Then, the NRCS values obtained with beams 1, 2, 3, 4 are $\sigma^w(U, \theta_0, \alpha + \psi_{0,3,1})$, $\sigma^w(U, \theta_0, \alpha + \psi_{0,3,2})$, $\sigma^w(U, \theta_0, \alpha + \psi_{0,3,3})$ and $\sigma^w(U, \theta_0, \alpha + \psi_{0,3,4})$ respectively, and the wind speed and up-wind direction are found by solving a system of equation (26) for a three-beam DNS, or (27) for a four-beam DNS. Then, the wind direction can be found from (28).

Let a mounting angle of a beam axis in the horizontal plane is equal to 45°. As the DNS antenna is roll-and-pitch-stabilized, the directions of the DNS beams remains constant, and the NRCS values obtained with beams 1, 2, 3, 4 are $\sigma^w(U, \theta_0, \alpha + 45°)$, $\sigma^w(U, \theta_0, \alpha + 135°)$, $\sigma^w(U, \theta_0, \alpha + 225°)$, $\sigma^w(U, \theta_0, \alpha + 315°)$. Then, the following algorithm to estimate the wind vector over the sea surface can be proposed. The wind speed can be found from the following equation (Nekrasov, 2005)

$$U = \left( \frac{A(U, \theta_0)}{a_0(\theta_0)} \right)^{1/\gamma_0(\theta_0)} = \left[ \frac{\sigma^w(U, \theta_0, \alpha + 45°) + \sigma^w(U, \theta_0, \alpha + 135°) + \sigma^w(U, \theta_0, \alpha + 225°) + \sigma^w(U, \theta_0, \alpha + 315°)}{4a_0(\theta_0)} \right]^{1/\gamma_0(\theta_0)}.$$

To find the wind direction, at first, the space of possible solutions could be divided into four quadrants. The quadrant, which contains the solution, should be found, and then, the unique wind direction can be obtained as follows

- if $\sigma^w(U, \theta_0, \alpha + 45°) > \sigma^w(U, \theta_0, \alpha + 225°)$
- and $\sigma^w(U, \theta_0, \alpha + 135°) \geq \sigma^w(U, \theta_0, \alpha + 315°)$ $\Rightarrow$ $\psi_w = \psi + 45° + \alpha_q \pm 180°$, 
- if $\sigma^w(U, \theta_0, \alpha + 45°) \leq \sigma^w(U, \theta_0, \alpha + 225°)$
- and $\sigma^w(U, \theta_0, \alpha + 135°) > \sigma^w(U, \theta_0, \alpha + 315°) \Rightarrow$ $\psi_w = \psi + 225° - \alpha_q \pm 180°$, 
- if $\sigma^w(U, \theta_0, \alpha + 45°) < \sigma^w(U, \theta_0, \alpha + 225°)$
- and $\sigma^w(U, \theta_0, \alpha + 135°) \leq \sigma^w(U, \theta_0, \alpha + 315°)$ $\Rightarrow$ $\psi_w = \psi + 225° + \alpha_q \pm 180°$, 
- if $\sigma^w(U, \theta_0, \alpha + 45°) \geq \sigma^w(U, \theta_0, \alpha + 225°)$
- and $\sigma^w(U, \theta_0, \alpha + 135°) < \sigma^w(U, \theta_0, \alpha + 315°) \Rightarrow$ $\psi_w = \psi + 45° - \alpha_q \pm 180°$,

where $\alpha_q$ is the angle of the wind in the quadrant,
Measuring the Wind Vector by an Airborne Weather Radar

The analysis of the DNS, the backscatter model function and the geometry of wind vector measurements have shown that the wind vector over sea can be measured by an airborne DNS that has three- or four-beam fixed or roll-and-pitch-stabilized antenna system and employed as a multi-beam scatterometer.

For this purpose, an airborne DNS having the following mounting angles of antenna beam axes $\theta_0 = 30^\circ$ and $\Gamma_0 = 30^\circ \pm 45^\circ$, or $\theta_0 > 30^\circ$ ($\theta_0 \rightarrow 45^\circ$) and $\Gamma_0 = 30^\circ \pm 45^\circ$, could be used. The second case requires a heightened transmitted power in comparison with the first case. Nevertheless, it allows a better usage the anisotropic properties of the water surface scattering at middle incidence angles to measure the near-surface wind vector, to increase an accuracy of measurement of typical DNS parameters, and also to decrease a beam axis deviation due to roll and pitch influence.

5. Measuring the Wind Vector by an Airborne Weather Radar

5.1 Airborne Weather Radar

AWR is radar equipment mounted on an aircraft for purposes of weather observation and avoidance, aircraft position finding relative to landmarks, and drift angle measuring (Sosnovskiy, et al, 1990). The AWR is necessary equipment of any civil airplane. It must be obligatory installed on all civil airliners. All military transport aircrafts are usually equipped by weather radars too. Due to the specificity of airborne application, designers of avionics systems always try to use the most efficient progressive methods and reliable engineering solutions that provide flight safety and flight regularity at harsh environment (Yanovsky, 2005).

The development of the AWR is mainly associated with growing functionalities on detection of different dangerous weather phenomena. The radar observations involved in a weather mode are magnitude detection of reflections from clouds and precipitation and Doppler measurements of the motion of particles within a weather formation. Magnitude detection allows determination of particle type (rain, snow, hail, etc.) and precipitation rate. Doppler measurements can be made to yield estimates of turbulence intensity and wind speed. Reliable determination of the presence and severity of the phenomenon known as wind shear is an important area of study too (Kayton & Fried, 1997).

Nevertheless, the second important assignment of the AWR is providing a pilot with navigation information using earth surface mapping. In this case a possibility to extract some navigation information that allows determining aircraft position with respect to a geographic map is very important for air navigation. Landmark's coordinates relative to the

\[
\alpha_q = \begin{cases} 
0^\circ, & A_1 \geq 1 \\
0.5 \arccos A_1, & -1 < A_1 < 1, \\
90^\circ, & A_1 \leq 1 
\end{cases}
\]

\[
A_1 = \frac{\sigma^2(U, \theta_0, \alpha + 45^\circ) + \sigma^2(U, \theta_0, \alpha + 225^\circ) - 2A(U, \theta_0)}{2C(U, \theta_0)}.
\]
airplane that are measured by the AWR give a possibility to set flight computer for exacter and more efficient fulfilment of en-route flight, cargo delivery, and cargo throw down to the given point. These improve tactical possibilities of transport aircraft, airplanes of search-and-rescue service, and local airways (Yanovsky, 2005). Other specific function of the AWR is interaction with ground-based responder beacons. New functions of the airborne weather radar are detection and visualization of runways at approach landing as well as visualization of taxiways and obstacles on the taxiway at taxiing.

Certainly, not all of the mentioned functions are implemented in a particular airborne radar system. Nevertheless, the airborne weather radar always is a multifunctional system that provides earth surface surveillance and weather observation. Usually, weather radar should at least enable to detect clouds and precipitation, select zones of meteorological danger, and show radar image of surface in the map mode.

AWRs or multimode radars with a weather mode are usually nose mounted. Most AWRs operate in either X- or C-band (Kayton & Fried, 1997). The \( \lambda^4 \) dependence of weather formations on carrier wavelength \( \lambda \) favours X-band radar for their detecting. At the same time, the X-band provides the performance of the long-range weather mode better than Ku-band. The AWR antenna, in the ground-mapping mode, has a large cosecant-squared elevation beam where horizontal dimension is narrow (2° to 6°) while the other is relatively broad (10° to 30°), and it sweeps in an azimuth sector (up to ±100°) (Kayton & Fried, 1997), (Sosnovskiy & Khaymovich, 1987). The scan plane is horizontal because of the antenna is stabilized (roll-and-pitch-stabilized). Those features allow supposing that the AWR in the ground-mapping mode can be also used as a scatterometer for the wind speed and direction retrieval over water.

5.2 Wind Vector Estimation Using an Airborne Weather Radar Having a Narrow Scanning Sector

Let a flying apparatus equipped with an AWR make a horizontal rectilinear flight with the speed \( V \) at some altitude \( H \) above the mean sea surface, an AWR operate in the ground-mapping mode as a scatterometer, the radar antenna have different beamwidth in the vertical \( \theta_{a,v} \) and horizontal \( \theta_{a,h} \) planes (\( \theta_{a,v} > \theta_{a,h} \)) as shown in Fig. 8, and scan periodically through an azimuth in a narrow sector (narrower than ±90° but no narrower than ±45°) as shown in Fig. 9. Also let a delay selection be used to provide a necessary resolution in the vertical plane.

Then, the beam scanning allows selecting a power backscattered by the underlying surface for given incidence angle \( \theta \) from various directions in an azimuth sector, e.g. from directions \( \alpha - 45°, \alpha \) and \( \alpha + 45° \) relative to the up-wind direction as represented in Fig. 9. Angular (narrow horizontal beamwidth) selection in the horizontal plane along with the delay selection provide angular resolutions in the azimuthal and vertical planes, \( \Delta \alpha \) and \( \Delta \theta \) respectively. As three or four NRCS values obtained from considerably different azimuth directions are quite enough to measure the wind vector over water by intensity of reflected signal (Nekrassov, 1997), AWR can be used as a scanning scatterometer for recovering the near-surface wind speed and direction.
Let the sea surface wind blow in direction $\psi_w$, and the angle between the up-wind direction and the aircraft course $\psi$ is $\alpha$. Let the NRCS model function for middle incident angles be of the form (1). In case of the selected cell is narrow enough in the vertical plane, the NRCS model function for middle incidence angles (1) can be used without any correction for wind measurement while the azimuth angular size of a cell is up to $15^\circ - 20^\circ$ (Nekrassov, 1999).

Let the NRCS values be obtained only from directions $\alpha - 45^\circ$, $\alpha$ and $\alpha + 45^\circ$. They are $\sigma^\circ(U, \theta, \alpha - 45^\circ)$, $\sigma^\circ(U, \theta, \alpha)$, and $\sigma^\circ(U, \theta, \alpha + 45^\circ)$ respectively. Then, the following algorithm to estimate the wind vector over the sea surface can be proposed.

The wind speed and up-wind direction are found by solving the following system of equations (Nekrasov & Labun 2008).
\[
\begin{align*}
\sigma^*(U, \theta, \alpha - 45^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha - 45^\circ) + C(U, \theta) \cos(2(\alpha - 45^\circ)), \\
\sigma^*(U, \theta, \alpha) &= A(U, \theta) + B(U, \theta) \cos \alpha + C(U, \theta) \cos(2\alpha), \\
\sigma^*(U, \theta, \alpha + 45^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha + 45^\circ) + C(U, \theta) \cos(2(\alpha + 45^\circ)).
\end{align*}
\]

The system of equations (33) could be solved approximately using searching procedure within the ranges of discrete values of possible solutions. Then, the wind direction can be found from (28).

It is necessary to note that the AWR in the mode of the wind vector measurement should use the horizontal transmit and receive polarization, and provide the incidence angle of the selected sells \(\theta \rightarrow 45^\circ\) that is explained by better usage of the anisotropic properties of the water surface scattering at middle incidence angles and also by power reasons. For water surfaces, the NRCS falls radically as the incidence angle increases and assumes different values for different conditions of sea state or water roughness while, for most other types of terrain, the NRCS decreases slowly with increase of the beam incidence angle (Kayton & Fried, 1997). Or at least, the incidence angle of the selected sells should be in the range of validity for the NRCS model function (1), and should be out of the “shadow” region.

5.2 Wind Vector Estimation Using an Airborne Weather Radar Having a Wide Scanning Sector

Let a flying apparatus equipped with an AWR make a horizontal rectilinear flight with the speed \(V\) at some altitude \(H\) above the mean sea surface, the AWR operate in the ground-mapping mode as a scatterometer, the radar antenna have different beamwidth in the vertical \(\theta_{a,v}\) and horizontal \(\theta_{a,h}\) planes \((\theta_{a,v} > \theta_{a,h})\) as shown in Fig. 8, and scan periodically through an azimuth in a sector of \(\pm 90^\circ\) or wider as shown in Fig. 10. Also let a delay selection be used to provide a necessary resolution in the vertical plane.

![Fig. 10. Scanning beam footprints in a wide sector and selected cells](image-url)
Then, the beam scanning allows selecting a power backscattered by the underlying surface for given incidence angle \( \theta \) from various directions in an azimuth sector, e.g., from directions \( \alpha - 90^\circ, \alpha - 45^\circ, \alpha, \alpha + 45^\circ, \) and \( \alpha + 90^\circ \) relative to the up-wind direction as represented in Fig. 10. Angular (narrow horizontal beamwidth) selection in the horizontal plane along with the delay selection provide angular resolutions in the azimuthal and vertical planes, \( \Delta \alpha \) and \( \Delta \theta \) respectively.

Let the sea surface wind blow in direction \( \psi_\text{w} \), and the angle between the up-wind direction and the aircraft course \( \psi \) is \( \alpha \), and the NRCS values be obtained only from directions \( \alpha - 90^\circ, \alpha - 45^\circ, \alpha, \alpha + 45^\circ, \) and \( \alpha + 90^\circ \). They are \( \sigma^*(U, \theta, \alpha - 90^\circ) \), \( \sigma^*(U, \theta, \alpha - 45^\circ) \), \( \sigma^*(U, \theta, \alpha + 45^\circ) \), and \( \sigma^*(U, \theta, \alpha + 90^\circ) \) respectively. Then, the following algorithm to estimate the wind vector over the sea surface can be proposed.

Using the measuring geometry, equation (1), and taking into account that the azimuth angular size of the selected sells are narrow enough, the following system of equations can be written down (Nekrasov, 2009)

\[
\begin{align*}
\sigma^*(U, \theta, \alpha - 90^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha - 90^\circ) + \\
&\quad C(U, \theta) \cos(2(\alpha - 90^\circ)), \\
\sigma^*(U, \theta, \alpha - 45^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha - 45^\circ) + \\
&\quad C(U, \theta) \cos(2(\alpha - 45^\circ)), \\
\sigma^*(U, \theta, \alpha) &= A(U, \theta) + B(U, \theta) \cos \alpha + \cos(U, \theta) \cos(2 \alpha)), \\
\sigma^*(U, \theta, \alpha + 45^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha + 45^\circ) + \\
&\quad C(U, \theta) \cos(2(\alpha + 45^\circ)), \\
\sigma^*(U, \theta, \alpha + 90^\circ) &= A(U, \theta) + B(U, \theta) \cos(\alpha + 90^\circ) + \\
&\quad C(U, \theta) \cos(2(\alpha + 90^\circ)).
\end{align*}
\]

From the sum of the first and the fifth equations of (34) we have

\[
\cos 2\alpha = \frac{\sigma^*(U, \theta, \alpha - 90^\circ) + \sigma^*(U, \theta, \alpha + 90^\circ) - 2A(U, \theta)}{2C(U, \theta)}.
\] (35)

From the sum of the second and the fourth equations of (34) we obtain

\[
\cos \alpha = \frac{\sigma^*(U, \theta, \alpha - 45^\circ) + \sigma^*(U, \theta, \alpha + 45^\circ) - 2A(U, \theta)}{\sqrt{2}B(U, \theta)}.
\] (36)

Substitution of \( \cos 2\alpha \) from (35) and \( \cos \alpha \) from (36) into the third equation of system (34) gives the following equation.
A(U, θ) = \frac{1}{\sqrt{2}} \sigma^0(U, θ, α) - \frac{1}{2} \left( \sigma^0(U, θ, α - 45°) + \sigma^0(U, θ, α + 45°) \right) - \frac{1}{2\sqrt{2}} \left( \sigma^0(U, θ, α - 90°) + \sigma^0(U, θ, α + 90°) \right).

(37)

The wind speed over water can be calculated from (37). Then, two possible up-wind directions relative the course of the flying apparatus can be found from (36). They are

α_{1,2} = \pm \arccos \left( \frac{\sigma^0(U, θ, α - 45°) + \sigma^0(U, θ, α + 45°) - 2A(U, θ)}{\sqrt{2B(U, θ)}} \right).

(38)

The unique up-wind direction α relative the course can be found by substitution of the values α_1 and α_2 into the first and the fifth equations of the system of equations (34). Finally, the wind direction ψ_w can be found from (18).

5.4 Conclusion to Wind Vector Estimation Using an Airborne Weather Radar

The analysis of the AWR, the backscatter model function and the geometry of wind vector measurements have shown that the wind vector over sea can be measured by an AWR employed in the ground-mapping mode as a scatterometer scanning periodically through an azimuth in a narrow sector (narrower than ±90° but no narrower than ±45°) and a wide sector (±90° or wider), in addition to its typical meteorological and navigation application.

The AWR in the mode of the wind vector measurement should use the horizontal transmit and receive polarization, and provide the incidence angle of the selected sells θ → 45° that is explained by better usage of the anisotropic properties of the water surface scattering at middle incidence angles and also by power reasons. Or at least, the incidence angle of the selected sells should be in the range of validity for the NRCS model function (1), and should be out of the “shadow” region.

6. Conclusion

The study has shown that the ARA, DNS and AWR can be used as measuring instruments for the wind vector over water in addition to their typical navigation applications. The ARA should be employed as a nadir-looking wide-beam short-pulse scatterometer in conjunction with Doppler filtering. The DNS having the three- or four-beam fixed or roll-and-pitch-stabilized antenna system should be used as a multi-beam scatterometer. The AWR may be employed in the ground-mapping mode as a scatterometer scanning periodically through an azimuth in the narrow or wide sector.

As no commercial equipment exists so far, the results obtained can be used for creation of a new airborne radar system for stand-alone and simultaneous measurements of the water surface backscattering signature and the wind vector over water, including applications to amphibian aircraft safe landing on the water surface, in particular under search and rescue missions or fire-fighting operations in the fire risk coastal areas that could help to save the human lives and environment.
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Abstract

The purpose of this chapter is to offer an accurate treatment of relevant aspects of satellite remote sensing of precipitation using passive microwave (PMW) radiometers. Microwave observations of the Earth’s system differ substantially from those based on optical and infrared wavelengths. Visible (VIS) and infrared (IR) instruments essentially sense the cloud top properties by measuring reflected or emitted radiation. Microwave frequencies, on the contrary, possess greater penetrating capabilities than optical radiation and can thus be exploited to investigate cloud internal properties by retrieving the interaction of hydrometeors with the radiation field. This fact is particularly true in the remote sensing of precipitation, where the impact of the volume of raindrops on the radiative field is directly linked to the total extinction of incident radiation.

The following paragraphs will be focused on one hand on theoretical considerations at the foundations of thermal radiation processes and on the other the attention will be centered on a treatment of practical aspects of retrieving precipitation in the microwave bands. Particular attention will be dedicated in the first part of the chapter to the radiative transfer theory in the microwaves by using the Rayleigh-Jeans formulation and a description of the absorption and scattering processes associated with the Mie theory with the approximation of extinction from poly-disperse media as proxies for natural media. This section will create a valid substrate to understand and theoretically evaluate the impact of atmospheric constituents such as precipitation types or hydrometeor phases and sizes on the natural radiation emitted from the Earth. Furthermore, the theoretical considerations of this section will be compared in the second part of the chapter with real measurements. Making use of a wide suite of microwave frequencies of a new generation of PMW sensors flying on board polar orbiting satellites the attenuation of the microwave signal due to rain clouds will be discussed possibly discerning the contribution to the total radiation of the emissivity from various surfaces falling into the satellite field of view. Finally, a new microwave high-frequency method to retrieve and classify precipitation types will be presented.

1. Introduction

Remote sensing from satellite-based sensors has established itself as the key method for the observation and monitoring of the planet Earth because of several reasons. From a practical
point of view, observations from orbital platforms guarantee continuous measurements of very wide regions of the globe especially over inaccessible areas such as impervious mountains or open oceans where measurement campaigns are often difficult, expensive and even dangerous. Scientifically speaking, since a satellite platform generally “carries” a large instrumental suite covering several frequency-channels, diverse observations and studies can be planned at same time exploiting data from a single space mission. Finally, especially for last generation of geostationary and low-orbiting satellites, orbital sounding can be done at high temporal and spatial resolutions both day and night allowing for a continuous monitoring of a phenomenon during all its evolutional stages. Satellite rainfall retrieval acquires even more value when associated to more conventional observing systems, which were inadequate to correctly quantify precipitating phenomena both at the local and global scales. A variety of schemes using VIS and IR satellite data have been applied to the problem of precipitation estimation (Levizzani, 2003; Levizzani et al., 2007; Hsu et al., 2007) and to retrieve cloud microphysical properties (Rosenfeld, 2007; Cattani et al., 2007). Nevertheless, due to the very low penetrating capabilities of dense medium approaches based on these are restricted to observations of cloud top. For this reason, their implementation into retrieval techniques of precipitation often result in erroneous estimations of rain amount especially during light rain episodes when cloud top temperatures are comparable to those of non-rainy clouds. Microwave radiation is, in general, affected in a minor way by most clouds, particularly for wavelengths above the centimeters. From the precipitation retrieval perspective, microwaves offer the enormous advantage to guarantee a direct relationship between the radiation field and the bulk of hydrometeors “illuminated” by the upwelling radiation. On this basis, many retrieval techniques originally thought for VIS and IR wavelengths were implemented with microwave frequencies when they became available at the end of the 1970s. Skillful combinations of observations from high spatial and temporal resolution VIS-IR geostationary sensors with rainfall-measuring capabilities of microwave radiometers are employed in the so called “blended techniques”. Such methods, based on the calibration of IR brightness temperatures with microwave rain signatures (e.g., Turk & Mehta, 2007) or on the advection of microwave precipitation by using thermal IR signal (Joyce et al., 2004), are normally used to reconstruct precipitation tracks over regions not regularly covered by polar orbiting satellites. Therefore, it is quite intuitive to adopt improvement strategies microwave precipitation retrievals for their input to statistical methods as well as to numerical models. The last fifteen years have witnessed to the great progress in microwave retrieval methods as a direct consequence of the improvement of microwave orbital instruments as regards their ground resolution, which went from some hundred to few tens of kilometers, and also from the point of view of the number of available channels aboard the spacecraft. Of equal importance is the ever increasing number of flying satellites that have considerably reduced the global satellite passing time lags down to 3 hours.

In the following we present the topical aspects of microwave remote sensing of precipitation by firstly discussing the theoretical concepts and secondly applying them to some case studies. Since the aim of this work is mainly devoted to the practical application of microwave remote sensing, the argued theory will be followed by examples that describe roughly but clearly can be observed and measured from satellite in a certain situations where either absorption or scattering extinguish the incoming radiation in a medium. The second part of the chapter contains a brief description of a new technique to retrieve rainfall
based on microwave high frequencies of the five-channel passive sensor Advanced Microwave Sounding Unit-B (AMSU-B). Particularly, this method exploits rain signature within the water vapor absorption band at 183.31 GHz to infer precipitation rates and a series of thresholds to classify rain types and categorize non-rainy pixels into snow cover, cloud liquid water and small cloud droplets/water vapor classes. Finally, the performances of the method will be presented in three case studies where the model was tested in very different situations as to the genesis of the cloud system and consequently as to rainfall type and regime.

2. Fundamental principles of microwave remote sensing from satellite sensors

Passive microwave remote sensing, which has largely developed over the last few years thanks to the improvement in the spatial resolution and in the variety of channel-frequencies on board of last generation sensors, can be summarized using a few keywords: quasi-transparency, surface emissivity, absorption-scattering. This oversimplification of the problem is not due to the fact that microwave sounding is simpler than that based on other approaches such as that based on IR or VIS wavelengths, but it refers to some aspects of the observed scene that are more unambiguously identified with microwave frequencies than with other shortwave methods. This is due to the existing direct link between the measured observable and the perturbation induced to the radiation field along the wave propagation path. This signal displacement at the nominal frequency value is directly correlated to the bulk of the observed parameter. This fact will be more elucidated in section 2.2 where an overview of the radiative transfer equations in the approximation of microwaves (MRTE) will be discussed. The final part of the section will be centered on radiation extinction by absorption and scattering both from the theoretical and the observational point of view.

Nevertheless, the radiative transfer theory will be introduced by some fundamental concepts on the emissivity in section 2.1. Microwave observation is greatly susceptible to surface features: the variation of moisture content or vegetation coverage and the differences in salinity levels or the presence of sea ice drastically contaminate microwave remote sensing. Section 2.1 will propose an overview on emission properties of surfaces and an interesting example will be illustrated where a snow covered terrain shows the same scattering signal of convective clouds, thus falsely identifying an area over land as intensely precipitating.

2.1 An overview on the emissive properties of surfaces

Microwave measurements from space are extremely sensitive to a wide range of surface and atmospheric properties. Surface type, different terrain coverage and local variation of atmospheric parameters, can deeply affect space observations often introducing errors in the retrieval methods because of the incorrect evaluation of local conditions. The main goal of this section is to highlight the major “problems” that affect satellite observations with PMW sensors and in particular some examples will be shown of ambiguous situations where the same signal could be equally associated to more than one different contributor.

Unlike the thermal IR spectral region where the black body approximation often well describes the real behavior of emitters, in the microwaves an emitting surface must be considered as a grey body so that its emissivity value is usually lower than unit. An accurate
theoretical treatment of the physics of dielectric materials will be omitted since the aim of this paper is to offer a practical observational guide from satellite-based microwave sensors. We will limit ourselves to describe the effect of superficial emissivity variations by considering the observed surfaces as “cold” and “warm”. These two categorizations are by no means enough, because several intrinsic and superficial features contribute to determine the emissivity value \( \varepsilon \) and consequently to deviate the behavior of a real body from the Planck’s law.

The observed variability in microwave radiances for homogeneous land surfaces is normally caused by variations in skin temperature and surface emissivity, while the variability for open seawater is attributed to the atmospheric constituents such as columnar water vapor, temperature profiles and presence of cloud liquid water. These just very general considerations really contain the justification about the use of terms “cold” and “warm”.

The land surface emissivity being higher (\( \varepsilon \approx 0.80-1.00 \)) than ocean’s (\( \varepsilon \approx 0.40-0.60 \)) appears as a “warm” object. Nevertheless, unlike for the ocean, land emission variability is strictly linked to the strong temporal and spatial variations of soil features as roughness, vegetation cover and moisture content. It is thus very complex to model surface properties in the microwave from arid surfaces to dense vegetation or snow and consequently it is difficult to discern between the surface and atmospheric contributors to the upwelling radiation. The impact of the different surface type on the temperature and humidity retrievals has been quantified by English (1999); in these studies microwave emission errors for different continental surfaces is evaluated by using a mathematical technique to potentially extend the low-altitude sounding information over solid surfaces. Other authors have developed computational scheme to improve the mathematical description of surface emissivity for several land types: bare soil (Shi et al., 2002), vegetation canopy (Ferrazoli at al., 2000) and snow-covered terrain (Fung, 1994).

Over open ocean the substantially stable and uniform “cold” background emphasizes more the extinction of upwelling radiation by atmospheric constituents and the contribution of various elements to the total radiation depression are reasonably well separated. Sea surface emissivity is largely determined by dielectric properties of seawater through the Fresnel equation and, especially for a drier atmosphere, the surface has a larger effect on the measured radiance. Many authors have developed models to predict the dielectric constant of seawater in order to improve the retrieval method of atmospheric parameters. Klein and Swift (1977), for example, proposed an improved model for the dielectric constant developed on the basis of measurements at L-band and S-band. Their equations provide an adequate description of the dielectric constant with an accuracy within 0.3 K but model performances largely decrease at higher microwave frequencies. Other studies based on radiometric airborne observations of the ocean-roughened surface (Guillou et al., 1996) have extended and validated existing sea emissivity models at higher frequencies 89 and 157 GHz. Likewise, laboratory experiments with an aqueous NaCl solution and synthetic seawater modeling (Ellison et al., 1998) have demonstrated that the assessment of sea surface emissivity for the interpretation of radar and radiometer data necessarily requires accurate permittivity measurements (better than 5%) of natural seawater in the frequency range 40-100 GHz.

In the last fifteen years with the increasing number of satellite platforms hosting increasingly higher spatial resolution new generation microwave sensors, the use of orbital instrument data became more widespread. A multisensor satellite approach, based on the
Instrument data became more widespread. A multisensor satellite approach, based on the increasingly higher spatial resolution new generation microwave sensors, the use of orbital accurate permittivity measurements (better than 5%) of natural seawater in the frequency seawater modeling (Ellison et al., 1998) have demonstrated that the assessment of sea performances largely decrease at higher microwave frequencies. Other studies based on adequate description of the dielectric constant with an accuracy within 0.3 K but model developed on the basis of measurements at L-band and S-band. Their equations provide an Swift (1977), for example, proposed an improved model for the dielectric constant of seawater in order to improve the retrieval method of atmospheric parameters. Klein and measured radiance. Many authors have developed models to predict the dielectric constant emissivity is largely determined by dielectric properties of seawater through the Fresnel various elements to the total radiation depression are reasonably well separated. Sea surface cover and moisture content. It is thus very complex to model surface properties in the continental surfaces is evaluated by using a mathematical technique to potentially extend quantified by English (1999); in these studies microwave emission errors for different impact of the different surface type on the temperature and humidity retrievals has been discern between the surface and atmospheric contributors to the upwelling radiation. The microwave from arid surfaces to dense vegetation or snow and consequently it is difficult to cover and moisture content. It is thus very complex to model surface properties in the a “warm” object. Nevertheless, unlike for the ocean, land emission variability is strictly considered the observed surfaces as “cold” and “warm”. These two categorizations are by this paper is to offer a practical observational guide from satellite-based microwave sensors. The land surface emissivity being higher (ε≈0.40-0.60) appears as related to the land emissivity changes. Observing the image at 150 GHz a brightening at atmospheric layers partially mask cloud liquid signatures. An interesting aspect of Fig. 1 is related to the land emissivity changes. Observing the image at 150 GHz a brightening structure is extensively distributed in the middle of the image. In the same location but at 89 GHz this region is related to the Alps and Apennines whereas at 190 GHz (top-right) it almost disappears except over higher mountain tops. The similarity between satellite images and daily snow cover map unmistakably suggests that snowy terrain is the main responsible of significant reduction of the Earth’s emissivity. Because of the underlying freezing surface, low-layers water vapor, which generally absorbs radiation at 150 GHz smoothing the effects of surface emissivity, is more or less totally condensed over snow cover pack forming a sort of “dry-zone” in the first layers above ground. This assertion is also corroborated by mixing ratio measurements retrieved by three sample radiosonde stations (red dots in Fig. 1). As a consequence of these drier conditions the weighting function lowers close to the surface largely enhancing the effects of scattering by ice particles of fallen snow. The final result is that the brightness temperature of the upwelling radiation reaching the satellite drastically decreases from 40 K to 70 K over the Alps and Apennines. In addition, it must be said that the signal extinction of snow cover at 150 GHz is quite similar to that of scattering by ice on cloud top with an enormous errors during rain pixel classification. A different behavior is shown in the 89 GHz channel, where the upward radiance varies from 20 K to 70-80 K over mountain with increasing surface roughness. Finally, the 190 GHz channel sounding the absorption of water vapor around 2 km in general is less affected by surface emissivity variations. Nevertheless, when local dry condition establish this frequency senses closer to the surface and it can sense more surface effects. This condition is frequently observed over polar regions where dry profiles constrain opaque frequencies around 183.31 GHz to sound atmospheric layers near the frozen surface.

Our experiments, take us to develop a series of thresholds based on a combination of the above frequencies with the scope to improve snow cover pixel detection and reduce false rain signals into the retrieval method presented in section 4.3. An example of our snow cover product, obtained by using frequencies thresholds proposed in the central part of Fig. 1, is shown on the same figure (bottom-right). The application of a snow cover filter, which
also distinguishes between wet and dry snow, has significantly reduced the number of misclassifications and gave us the possibility to apply the method also at higher latitudes with a substantial improvement of the algorithmic performances.

Fig. 1. NOAA-16 AMSU-B soundings on 09 January 2009, 0520 UTC, at 89 GHz (top-left), 150 GHz (top-middle) and 190 GHz (top-right), and corresponding MSG-SEVIRI image at 10.8 μm (bottom-middle). The snow cover pack is more clearly enhanced at 150 GHz with respect to other frequencies. Nevertheless, the combination of these frequencies can be used to detect snow. The snow mantle (bottom-left) is better highlighted with the threshold (BT_{89} – BT_{150}) (middle-left) but since the same values are quite similar to rainy ones the simultaneous application of tests based on (BT_{89} – BT_{190}) (middle-center) and (BT_{150} – BT_{190}) (middle-right) can be skillfully used to discern rainy from snow pixels. An example of snow cover map applied to the 183-WSL retrieval scheme is shown on bottom-right where green, Chartreuse green and lime-green are flags for snowfall, dry snow cover and wet snow cover, respectively; red and yellow dots refer to convective and stratiform precipitation; blue and cyan represent cloud liquid water and cloud droplets and finally white is the label for no-data.

2.2 The Radiative Transfer Equation

The radiative transfer equation is a mathematical description of the spatial-angular distribution of monochromatic radiation intensity \( I_{\nu} \) which, at a certain instant \( t \) and at the frequency band \( \nu \), propagates into a medium across cross section \( A \), in the observation direction \( \Omega \) along the path \( s \). The intensity of radiation varies while this passes through the medium. In particular, the energy of the incoming beam will decrease due to the absorption by the medium substance and to the deviation of a fraction of the radiation from the original trajectory due to the scattering in all direct ions. At the same time, the thermal radiation emission by the volume of material will enhance the energy balancing the net energy flux losses by the extinction processes. A brief phenomenological discussion on the radiation interaction properties with the material medium will be presented hereafter; the reader interested to a rigorous analysis should refer to more specialized books (e.g., Chandrasekhar, 1960). This general treatment of the properties of the energy interactions with matter, obtained by referring to the radiative transfer formulation discussed in Sharkov (2003), will allow us to readily focus on the practical scopes of this chapter by discussing the approximations of microwave radiative transfer and quantifying the extinction of the Earth’s emission by natural disperse media such as clouds and rain observed from satellite in terms of brightness temperatures. Finally, the above theoretical and phenomenological concepts will be ideally combined in a method for the estimation of ground rainfall intensities through exploiting absorption and scattering mechanisms by hydrometeors.
2.2 The Radiative Transfer Equation

The radiative transfer equation is a mathematical description of the spatial-angular distribution of monochromatic radiation intensity $I_\nu$, which, at a certain instant $t$ and at the frequency band $\nu$, propagates into a medium across cross section $A$, in the observation direction $\Omega$ along the path $s$. The intensity of radiation varies while this passes through the medium. In particular, the energy of the incoming beam will decrease due to the absorption by the medium substance and to the deviation of a fraction of the radiation from the original trajectory due to the scattering in all directions. At the same time, the thermal radiation emission by the volume of material will enhance the energy balancing the net energy flux losses by the extinction processes. A brief phenomenological discussion on the radiation interaction properties with the material medium will be presented hereafter; the reader interested to a rigorous analysis should refer to more specialized books (e.g., Chandrasekhar, 1960). This general treatment of the properties of the energy interactions with matter, obtained by referring to the radiative transfer formulation discussed in Sharkov (2003), will allow us to readily focus on the practical scopes of this chapter by discussing the approximations of microwave radiative transfer and quantifying the extinction of the Earth’s emission by natural disperse media such as clouds and rain observed from satellite in terms of brightness temperatures. Finally, the above theoretical and phenomenological concepts will be ideally combined in a method for the estimation of ground rainfall intensities through exploiting absorption and scattering mechanisms by hydrometeors.

Fig. 2. Representation of the simple cylindrical geometry used to describe the total energy transformation from the initial intensity $I_\nu$ to the final $I_\nu + dI_\nu$.

If we consider an elementary volume $dA ds$ in the form of a cylinder with the main axis coincident with the radiation path $s$ (Fig. 2), the variation of flux intensity when the incoming radiation passes through the elementary path $ds$ is represented by the quantity:

$$\Delta W_\nu = dI_\nu(s, \Omega, t) dA d\Omega dv dt$$

(2.2.1)

where $dA$, $d\Omega$, $dv$ and $dt$ correspond to elementary crossed surface, solid angle of energy propagation direction, frequency band in the vicinity of $\nu$ and unit of time, respectively.

Let us indicate with $W_\nu$ the increase of the radiation $I_\nu$ passing through the above considered volume. The quantity

$$W_\nu dA ds d\Omega dv dt$$

(2.2.2)
represents the enhanced energy of an incident beam into the elementary cylindrical volume 
\(dA_sds\) with respect to the direction \(\Omega\) and relative to the time interval \(dt\) and frequency band 
\(dv\). From the combination of the (2.2.1) and (2.2.2), the quantity \(W_\nu\) is derived in terms of the 
incoming intensity energy variation to unit path

\[
\frac{dI_\nu(s,\Omega)}{ds} = W_\nu 
\]

(2.2.3)

By considering an absorbing, emitting and scattering medium, the quantity \(W_\nu\) can be 
written in the explicit formulation of interaction mechanisms as follows:

\[
W_\nu = W_E - W_A + W_{IS} - W_{AS} 
\]

(2.2.4)

This relationship represents the balance equation between the increment (positive terms) 
and decrement (negative terms) of the energy during the interaction with material 
substance. In particular, the first term to right-hand side represents the increasing of 
radiation energy per unit time, volume, solid angle and frequency due to the emission 
of radiation, if the local thermodynamic equilibrium (LTE) is guaranteed and then the 
Kirckoff’s law domain is established; it will be related to the Planck function and spectral 
absorption by following the relationship

\[
W_E = \gamma_\nu(r)I_{vb}[\nu,T(r)] = \gamma_\nu(r) \left[ \frac{2h\nu^3 n^2}{c^2} \frac{1}{\exp(h\nu/kT)-1} \right] 
\]

(2.2.5)

where \(\gamma_\nu(r)\) characterizes the spectral absorption coefficient of the substance per unit of the 
radiation propagation path length, while the term in square brackets describes the Planck 
function in terms of frequency for a transparent substance with a refractive index \(n\) and 
temperature \(T\). A strong approximation to linearly represent the Planck distribution is 
usually assumed in remote sensing practical applications at longer wavelengths (i.e., smaller 
frequencies) as in the radio-frequency regime. Derived by Rayleigh and Jeans, this 
reformulation of the Planck’s formula can be achieved in the case where \(h\nu/kT<<1\). After 
expanding in a Taylor series the exponential term of the black-body equation, the Rayleigh-
Jeans radiation law can be obtained rewriting the (2.2.4) as

\[
I_\nu(\nu,T) = \frac{2\nu^3 h}{c^2} \frac{1}{\left[1 + \frac{h\nu}{kT} + \ldots \right] - 1} \approx \frac{2\nu^2 n}{c^2} kT 
\]

(2.2.6)

This new formulation of Planck’s law allows to directly calculate the radiative transfer in 
terms of brightness temperature \((T_{bb})\) linking the fist term on the left-hand side to the 
properties of medium and its physical temperature on the right-hand side.
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The second term of the (2.2.4) corresponds to the energy losses caused by the radiation absorption by a medium that, for a volume element in LTE and in the unit time, solid angle and frequency, can be written as

\[ W_A = \gamma_V(s)I_v[s, \Omega] \tag{2.2.7} \]

The third and fourth terms describe the balance of radiation energy diffused in all direction by the scattering mechanisms. Specifically, the quantity \( W_{IS} \) takes into account the radiation scattered by the medium in the direction of the observer (positive) that, for an isotropic medium and purely coherent scattering, can be expressed as

\[ W_{IS} = \frac{1}{4\pi} \sigma_V(s) \int A_\Omega I_v(s, \Omega') p_V(\Omega') d\Omega' \tag{2.2.8} \]

while the quantity \( W_{AS} \) is related to radiation losses for the reason that the energy beams are deflected along the main direction \( \Omega \). In terms of the unit of time, volume, solid angle and frequency, it can describe by the following equation

\[ W_{AS} = \sigma_V(s)I_v[s, \Omega] \tag{2.2.9} \]

where the quantities \( \sigma_V(s) \) and \( p_V(\Omega') \) represent the spectral scattering coefficient and spectral phase function normalized to unit, respectively. By substituting the explicit relationships into the compact formulation (2.2.4), we have

\[ \frac{dI_v(s, \Omega)}{ds} + [\gamma_V(s) + \sigma_V(s)]I_v(s, \Omega) = \gamma_V(s)I_{vb}[T(s)] + \frac{1}{4\pi} \sigma_V(s) \int A_\Omega I_v(s, \Omega') p_V(\Omega') d\Omega' \tag{2.2.10} \]

that, in more compact form, could be written as

\[ \frac{1}{\beta_V(s)} \frac{dI_v(s, \Omega)}{ds} + I_v(s, \Omega) = S_v(s) \tag{2.2.11} \]

where

\[ S_v(s) = (1 - \omega_v)I_{vb}[T(s)] + \frac{1}{4\pi} \sigma_V(s) \int A_\Omega I_v(s, \Omega') p_V(\Omega') d\Omega' \tag{2.2.12} \]

\[ \beta_V(s) = \gamma_V(s) + \sigma_V(s) \tag{2.2.13} \]
In these relations $S_\nu(s)$ is called the source function, $\beta_\nu(s)$ is the spectral extinction coefficient and $\omega_\nu(s)$ is the spectral albedo.

In the following part two useful examples will be proposed to better elucidate the theoretical concepts expressed above. In particular, the complete equation (2.2.10) will be specialized for particular cases of a purely scattering medium and of a solely absorbing and emitting medium and each of them will be described with the help of real satellite images. Nevertheless, it is essential to clarify that the cases to which the satellite images refer in the example are quite close to the ideal cases of the theoretical description of the atmospheric extinction processes and simply represent a rough fitting of the theory. Many aspects predicted by the theory are neglected on purpose to simplify the treatment and concentrate the interests to the core of the problem.

If we observe a hypothetical real purely scattering medium, namely where the thermal radiation does neither absorb nor emit such is the case of the frozen top of cold rainy clouds, equation (2.2.14) will be banally simplified as $\omega_\nu(s)= 1$. With this simplification, the term related to Planck’ s emission in equation (2.2.12) completely disappears and the total extinction coefficient (2.2.13) becomes $\beta_\nu(s)= \sigma_\nu(s)$. Equation (2.2.14) can be rewritten as:

$$\frac{1}{\sigma_\nu(s)} \frac{dI_\nu(s,\Omega)}{ds} + I_\nu(s,\Omega) = \frac{1}{4\pi} \sigma_\nu(s) \int_{\Omega'=4\pi} T_\nu(s,\Omega') p_\nu(\Omega') d\Omega'$$ (2.2.11-a)

This is an integro-differential equation and its analytical solution does not exist. Several methods often based on approximated formulation of the (2.2.11) could be found in more specialized books.

On the other hand, absorbing and emitting media differ from purely scattering ones because they absorb external radiation and re-emit it in the same direction without scattering extinction by the substance constituents. Small cloud droplets, water vapor and precipitating clouds with few ice crystals on top or totally deprived of them (warm rain) can be virtually considered as an absorbing/emitting medium. For such media, where $\omega_\nu(s)= 0$, the equation (2.2.11) assumes the form:

$$\frac{1}{\beta_\nu(s)} \frac{dI_\nu(s,\Omega)}{ds} + I_\nu(s,\Omega) = I_{\nu B}[T(s)]$$ (2.2.11-b1)

That, solved in terms of radiation energy intensity, becomes

$$I_\nu(s,\Omega) = I_0 \exp(-\beta s) + \int_0^s I_{\nu B}[T(s)] \exp(-\beta s') ds'$$ (2.2.11-b2)
where the first term represents the amount of absorption of external radiation by the medium described by the boundary intensity radiation \( I_0 \) and an exponential decreasing law of incoming radiation into the medium; the integral term expresses the radiation variation emitted from the surface at the temperature \( T \) along the path length \( s \).

In order to show the effect of scattering and absorption on a real satellite measurement it can be useful to consider the images in Fig. 3 and 4. Specifically, those images refer to the soundings at high frequencies of the AMSU-B PMW sensor. Considering that AMSU-B channels are ranged in the scattering domain (generally scattering effects increase for \( \nu > 60 \) GHz whereas for \( \nu < 60 \) GHz the radiation extinction is conventionally attributed to the absorption processes), many sensitivity studies (Bennartz & Bauer, 2003) have demonstrated that in absence of strong scatterers liquid cloud droplets largely absorb radiation at 89 GHz while ice hydrometeors on the top of clouds act as scatterers more at 150 GHz and 190 GHz than at the other frequencies. Furthermore, our experiments demonstrate that when a light precipitation episode is sensed, usually associated to stratiform rain with raindrop sizes comparable to non-rainy cloud droplets, the sensitivity to the absorption at 89 GHz is more marked than the scattering signal at 150 GHz. Therefore, making use of these basic considerations we report an example of intense scattering by large ice crystals during the evolutional stages of a Mesoscale Convective System (MCS) over the Mediterranean Sea and an example of absorption by light stratiform rain and cloud liquid water over the North-Eastern England Sea.

![Image of satellite images](image-url)

**Fig. 3.** Mesoscale Convective System over Southern Italy on 22 October 2005 as observed by the NOAA-15/AMSU-B at 89, 150, 184, 186 and 190 GHz anticlockwise from top left panel. Neglecting a small radiation absorption by surrounding droplets and water vapor molecules more evident at the opaque frequencies, the convective region can be considered as a purely scattering medium. At 150 GHz the brightness temperature depression was registered above 100 K with respect to its nominal value.
In the case of deep convection it is worth noting how the ice particle bulk depresses upwelling radiances, expressed as brightness temperatures in unit of Kelvin, at all frequencies from surface (89 GHz and 150 GHz) to the top of the troposphere (at 184 GHz the weighting function “peaks” at about 8 km lowering down to 2 km at 190 GHz) denouncing a system vertically well developed. Besides, it is interesting observe that the signal depression is enhanced at 150 GHz (comparable with measurement at 190 GHz) where the signal extinction is quantifiable over 100 K with respect to the channel’s nominal value. In the practical use of satellite remote sensing, the properties of this frequency combined to those of other channels such as the 89 GHz and 190 GHz are often exploited to discern ice signature in the clouds and possibly correlate probability information related to the conversion of melting ice into rainfall at the ground (Bennartz et al., 2002; Laviola & Levizzani, 2008).

Referring once more to the case of Fig. 4, warm cloud spots at 89 GHz due to the absorption and scattering point of view by using in that order open sea liquid cloud and snow cover over the coastline also sounded at 150 and 190 GHz can be clearly distinguished. It is interesting to compare extinction intensities at 89 and 150 GHz both from the absorption and scattering of radiation by ice crystals on cloud top.

### Fig. 4. Quasi-pure stratiform system over Belgium and cloud liquid water over North-Eastern England Sea on 17 January 2007 as observed by the NOAA-15/AMSU-B at 89, 150, 184, 186 and 190 GHz anticlockwise from top left panel. The strong contrast at 89 GHz allows to observe water clouds over open sea (black arrows) whereas the change in emissivity highlights snow cover over Alps both at 89 and 150 GHz (also at 190 GHz). At higher opaque frequencies (186 and 184 GHz) the absorption of middle and high layer water vapor can only detected.

Referring to Fig. 4, the observed satellite radiance attenuation is mainly due to the absorption and emission of small cloud particles and hydrometeors. Nevertheless, a more realistic description of the situation would have to take into account that the variation of upwelling radiation is certainly due to the combination of absorption and scattering by a mixture of liquid and ice hydrometeors and disperse liquid particles. By the same token, in
the previous cases the absorption due to water vapor and small cloud droplets, which typically surround precipitating clouds as a halo, was not considered because it is small enough with respect to scattering of radiation by ice crystals on cloud top. Referring once more to the case of Fig. 4, warm cloud spots at 89 GHz due to the absorption of water clouds over open water (black arrows) and stratiform rainy clouds (blue arrow) over the coastline also sounded at 150 and 190 GHz can be clearly distinguished. It is interesting to compare extinction intensities at 89 and 150 GHz both from the absorption and scattering point of view by using in that order open sea liquid cloud and snow cover over the Alps (white arrow) as terms of comparison. At 89 GHz over the sea the strong contrast between cold sea surface (≈ 200 K) and warmer liquid clouds (≈ 250) bring to a net difference of about 50 K whereas over land the difference due to the scattering of snowy terrain is quantified in about 60-70 K. At 150 GHz the discrepancy between the cold sea surface and liquid water clouds can be evaluated in about 10 K while the change in surface emissivity over land induces a satellite brightness temperature depression up to 70 K increasingly describing the strong sensitivity of that frequency to the scattering.

3. Impact of precipitation on microwave measurements

In the approximation of disperse media theory, natural systems such as dust, fog, clouds, rain particles are considered as heterogeneous polydisperse media consisting of mixtures of substances and/or different thermodynamic phases. Assuming a particle size density function $n(r)$ described by the M-P function (Marshall & Palmer, 1948) and a drop terminal velocity $V(r)$ depending on particle radius $r$, rainfall rates will be proportional to the fourth or third moment of the drop density function. From the radiative point of view, when incident radiation interacts with precipitating hydrometeors all particles present in any elementary volume are totally irradiated and consequently the incoming radiation is extinguished both by absorption and scattering processes at the same time. Passive microwave rainfall estimations are carried out by exploiting either absorbed or scattered signals from raindrops or a combination of the two as is the case of the 183-WSL method. In the hypothesis of warm rain rainfall is estimated through the emission associated with absorption by liquid hydrometeors through Kirchoff’s law. In this case, raindrops absorption and emission provide a direct physical relationship between rainfall and the measured microwave radiances. With increasing precipitation intensities, scattering by large drops becomes dominant with respect to absorption and the observed radiation appears drastically depressed for a downward-viewing observer.

A more realistic situation is represented by rainclouds formed by a mixture of liquid, frozen and eventually supercooled hydrometeors. Since scattering is primarily caused by ice hydrometeors aloft the emitted signal by liquid drops is substantially blocked by intense scattering and its contribution to the total extinction significantly decreases with the increase of the frozen bulk. Measured radiances are therefore indirectly related to the rain mass and consequently the estimations become less correlated with falling rain below cloud base. This situation is often observed during the development of intense convections (see Fig. 3) typically associated with heavy rain events. The case of liquid rain drops discussed before can be roughly associated with the stratiform systems (see Fig. 4) whose light precipitation is linked more to the absorption of water droplets than to the scattering of small crystals which form on cloud top.
This theoretical argument associated with the treatments of previous paragraphs is useful to understand the behavior of the 183-WSL with respect to condensing water vapor. When the newly nucleated droplets surround a developing rainy region, they can act as embryos for the development of small rain drops. Depending on the updraft strength such droplets can be dragged inside the cloud core thus contributing to the cloud’s precipitation formation mechanisms or can freely evolve into light rain constrained to the border of the main cloud body. The small size of the buoyant drops in these bordering areas determines the signal extinction, particularly at 183.31 GHz, to be characterized by absorption rather than by scattering.

4. High frequency method to retrieve rainrates

A new rainfall estimation method, named 183-WSL (Laviola & Levizzani, 2008, 2009a), is now described based on the high frequency water vapor absorption bands at 183.31 GHz of AMSU-B sensors on board NOAA and EUMETSAT Polar System (EPS) satellites, which is conceived to retrieve rainrates over land and sea. AMSU-B is the second module of the AMSU passive MW across-track scanner operating into the frequency range from 90 up to 190 GHz with a spatial resolution of 16 km at nadir view (Saunders et al., 1995; Hewison & Saunders 1996).

An emission approach at 183.31 GHz is adopted to infer surface precipitation because one of our major targets is the estimation of warm rain. The 183-WSL retrieval scheme (Laviola & Levizzani, 2009b), based on a suite of brightness temperature (BT) thresholds, distinguishes and classifies convective and stratiform precipitation while filtering out condensed water vapor and snow cover on mountain top, which particularly affects more opaque superficial channels (i.e., 190 GHz).

4.1 The sensitivity at 183.31 GHz to surface emissivity and rainy cloud altitudes

The 183.31 GHz bands are mainly dedicated to the sounding of the atmospheric water vapor amount (Kakar, 1983; Wang et al., 1989). However, several studies have demonstrated the effects of clouds on these frequencies and their possible application into rainfall retrieval schemes. Note that the use of PMW information is necessary to detect rainy systems or correct and integrate IR measurements, for instance in the blended techniques. However, their use is limited because of the variability of surface emissivity ($\epsilon$). Grody et al. (2000) proposed a few algorithms based on different land type studies to evaluate surface emissivity using AMSU data.

Here we choose radiative transfer results with different values of surface emissivity, which refers to land if $\epsilon$ is typically > 0.6 and to water in the other cases, to quantify the effect of surface on AMSU-B channels.

Fig. 5 shows the simulated brightness temperatures for all AMSU-B frequencies as a function of surface emissivity in clear sky conditions. The results are obtained by a adding/doubling radiative transfer model (Evans et al., 1995a,b) running with mid-latitude profiles and coupled to Rosenkranz (2001) approach for the computation of the absorption at selected frequencies.

As expected, the signal around 89 and 150 GHz has strong surface contributions showing a deep depression near low emissivity values and converging about to the same brightness temperature when $\epsilon$=1 (dry-land). Therefore, the decreasing surface emissivity from dry-
land values to water bodies’ enhances the influence of atmospheric moisture on these channels. Another significant aspects of Fig. 6 is that, since their weighting functions are peaked beyond 2 km altitude, the three moisture channels are little or not at all affected by different surface emissivities thus suggesting their application both over land and over the sea.
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**Fig. 5.** Emissivity effects on the AMSU-B channels. The two window channels are strongly dependent on the surface emissivity showing an increasing value up to 280 K from the simulated sea surface ($\varepsilon = 0.50$) to dry land ($\varepsilon = 1.00$). At moisture frequencies, where the weighting functions are higher than window ones, the surface emissivity effect is low.

Other sensitivity studies not reported here have emphasized that, when moving towards higher latitudes where the atmosphere is less optically thick, the contribution of surface emissivity affects more and more the measurement particularly at 190 GHz where also thinner ice clouds can modify the signal.

Precipitating cloud altitude is another important variable affecting the AMSU-B brightness temperatures. We studied the behavior of AMSU-B moisture channels as a function of the position of a rainy cloud in the troposphere. All simulations have been carried out using radiosonde temperature and humidity profiles screening out the possible cloud formations along balloon trajectory with the threshold suggested by Karstens et al. (1994). The cloud structure is built adopting a Marshall-Palmer’s water drop size distribution (Marshall & Palmer, 1948) and the Mie theory to solve the scattering equations. In agreement with the weighting function distribution, which peak between 2 and 8 km, our results show that only rainy clouds positioned above 2 km altitude interact with three AMSU-B opaque frequencies at 183.31 GHz and the interaction will be always more intense as the cloud becomes thicker.
4.2 Physical basis of the 183-WSL algorithm

![Image](image1.png)

Fig. 6. 11 June 2007, 0957 UTC. NOAA/AMSU-B 183.31 GHz brightness temperatures of a stratiform system over France. The blue circle contains the detected low rainrate clouds.

![Image](image2.png)

Fig. 7. 12 June 2007, 1457 UTC. NOAA/AMSU-B 183.31 7 GHz brightness temperatures of a deep convective system over the coast of North Africa. The blue circle contains the two convective cores.

A substantial number of precipitating systems forming in the lower atmospheric layers at mid latitudes are formed for the large portion by water drops grown through the collision and coalescence mechanism because cloud temperature does not reach values low enough for the droplets to start freezing. This implies that the vertical rain profile is a few km thick and that falling rain will presumably be light and persistent.

On the other hand, strong updrafts typical of the warm season are capable of transporting water drops up to the tropopause level giving rise to deep convective columns, which convey a large amount of cloud water to the ground through heavy showers. These two kinds of precipitation systems induce very different BT responses in the MW spectral range as observed in Fig. 6 and 7 where the soundings of a stratiform and of a convective system at 183.31 ± 7 GHz are shown, respectively. In the first, low rain clouds absorb the Earth radiation showing a moderate cold area corresponding to BTs in the 240-250 K range. The second situation refers to a deep convective system over Africa consisting of two cores, which strongly depress the BT reading of the instrument (≈ 200 K) because of the scattering of large ice crystal located at cloud top.
The 183-WSL algorithm is based on a linear combination of the AMSU-B opaque channels and it detects rain rates (in mm h\(^{-1}\)) over land and sea by sounding cloud features from 1-2 km up to the top of the troposphere according to the channels weighting functions. Note that, however, since our studies have shown that when a light-rain stratiform system forms large amounts of the surrounding water vapor absorbs the 183 GHz radiation inducing false rain signals, a suite of thresholds is introduced to reduce these spurious effects (see Table I). In addition, tests carried out during the winter season highlight that the scattering signal at 183.31 ± 7 GHz relative to the snow cover on mountain top (the Alps in this case) is comparable to the ice scattering signature at the top of convective cloud.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Land (K)</th>
<th>Sea (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water vapor/Snow cover</td>
<td>ΔT &lt; 3</td>
<td>ΔT &lt; 0</td>
</tr>
<tr>
<td>Stratiform rain</td>
<td>3 &lt; ΔT &lt; 10</td>
<td>0 &lt; ΔT &lt; 10</td>
</tr>
<tr>
<td>Convective rain</td>
<td>ΔT &gt; 10</td>
<td>ΔT &gt; 10</td>
</tr>
</tbody>
</table>

Table 1. Classification thresholds based on the window channel differences ΔT=(T\(_{89}\) − T\(_{150}\))

4.3 The 183-WSL algorithm: retrieval design and performances

The 183-WSL work design is schematically described by four steps. The first step is dedicated to ingesting and processing the satellite data stream. All relevant information, namely BTs, surface type (land/sea/mixed), satellite local zenith angles, topography, are separated from the overall data stream and arranged for input into the 183-WSL processing chain. The second and third steps are constituted by the modules 183-WSLW and 183-WSLS/C, respectively, which operate to discriminate rainy from non-rainy pixels and classify precipitation type as a stratiform or convective on the basis of threshold values calculated for land/mixed and sea surfaces. This step is currently been improved adding a new module to classify cloud liquid water by estimating the amount of water in terms of the Liquid Water Path (183-LWP) and with a snow cover mask able to recognize snowy soils and categorize those pixels as wet or dry snow. These improvements (not included in the 183-WSL version used for the examples of this chapter) were needed to reduce the number of false rain signals especially during winter season when also snowy terrain deeply scatter the upwelling radiation similarly to ice hydrometeor signatures. Finally, the last step of the 183-WSL algorithm computes the final rainrate product in unit of mm h\(^{-1}\).

The proposed case studies exemplify different situations in which rainfall was retrieved and classified by means of the two 183-WSL convective/stratiform modules (183-WSLC/S). In the first case the values of the scattering index (SI) introduced by Bennartz et al. (2002) to build four rain intensity classes were used for comparison. As expected, the agreement between the SI and the 183-WSLC (convective) is higher than the one between the SI and the 183-WSLS (stratiform). The reason refers to the nature of the SI that retrieves only the probabilities of surface rainrates due to melting of scattering ice crystals. Therefore, the scattergrams related to the stratiform portion and to water vapor should be intended as light-rain low-SI values. At the same time the water vapor distribution threshold based on the BT differences between 89 and 150 GHz should be < 0 K (sea) and < 3 K (land).
The other two cases show a comparison between the 183-WSL and retrievals of the Goddard Profiling (GPROF) algorithm (Kummerow et al., 1996, 2001). A good agreement is found particularly in the case of intense rainfall. When ice crystals form during deep convective rain development the increase of scattered radiation is better observed by both algorithms with respect to the case of extinction caused by light rain, for which the 183-WSL algorithm shows more sensitivity than GPROF.

4.3.1 Saharan dust causing red rain over Bulgaria
On 23 and 24 May 2008 an intense dust plume from Sahara overflying Greece and the Black Sea interacted with an Atlantic Front generating persistent “red” rain over Bulgaria (Fig. 8, white arrows). The strongly scattering but non-precipitating hydrometeors (water vapor around dust over the Mediterranean Sea) are filtered out by the computational scheme (8-f). The incoming Atlantic front generates deep convection over Italy with rainrate estimations around 10 mm h\(^{-1}\). Note that the classification thresholds correctly flag as precipitating those pixels where BTs are greater than 3 K (8-a) as compared with the MODIS-COT (Moderate Resolution Imaging Spectroradiometer-Cloud Optical Thickness) product shown in 8-b. Rain classification in Fig. 9 (left) shows that the 183-WSL low rainrates (< 5 mm h\(^{-1}\)) are associated with scattering signatures (Bennartz et al., 2002) < 30 K whereas rainrates classified as heavy (> 5 mm h\(^{-1}\)) are correlated with the highest SI values. On the middle and right of Fig. 9, rain distribution with longitudes and rain types on the basis of classification thresholds are respectively proposed.

4.3.2 Severe storm over Italy: 183-WSL vs GPROF/AMSR-E
During the severe storm of June 2007 we have tested the 183-WSL performances both in the convective portion and in moderate rain conditions that characterized the various sectors of the storm, with light rain being not very frequent. The 183-WSL underestimates rainfall with respect to GPROF/AMSR-E. From the analysis of the discrepancy graphs (vertical bars) an increasing displacement is noted with increasing rain intensities. This is possibly due to the different nature of the algorithms. In the case of moderate rain (Fig. 10-a) the precipitating areas are quite similar over the southern Mediterranean Sea; over the northern sector GPROF drastically underestimates and this is true for the other cases. Note that the convective system coming from SE (Fig. 10-b) is well described but 183-WSL precipitation presents a more continuous pattern from the convective core to the borders. In case of lighter rain (Fig. 10-c) the 183-WSL captures more rainy areas than GPROF/AMSR-E, especially over the Alps.

4.3.3 Hurricane Dean: 183-WSL vs GPROF/TMI
Cyclone Dean was a classic seasonal tropical system forming over the Cape Verde islands, passing close to Jamaica and pouring rain on the coast of the Yucatan as a category 5 hurricane. Figure 11 shows the cyclone development stages retrieved by the 183-WSL algorithm (top) and TRMM 2A12 product from the best coincident overpasses (bottom). By comparing the TMI and the 183-WSL products a reasonable agreement can be observed although a more comprehensive study needs to be carried out.

The scattergrams at the bottom of Fig. 11 depict a generally good correlation between the two retrieval techniques. Nevertheless, some other studies of ours describe a slight
overestimation of the 183-WSL but this is probably due to the large water vapor absorption characteristic of this kind of extreme event.

Fig. 8. “Red rain” over Bulgaria on 23 March 2008 0920 UTC. The classification thresholds (a) correctly discriminates between rainy areas, generally characterized by high values of Cloud Optical Thickness (MODIS-COT in b), from non-rainy. From (c) to (f): 183-WSL rainrate estimations, 183-WSLC convective rain, 183-WSLS stratiform rain and 183-WSLW condensed water vapor removed from the computations.
Fig. 9. Scattergrams of the case study in Fig. 8. In figure left, a comparison between classified 183-WSL rain intensities in class 1 [0-5 mm h\(^{-1}\)] and class 2 [> 5 mm h\(^{-1}\)] and the scattering index (SI) values is shown. Note that rainfall intensities belonging to class are associated to lower SI values (SI< 30 K) whereas rainrates > 5 mm h\(^{-1}\) correspond to SI values around 50 K. Figures middle and right describe rainfall distribution with latitude and rain types, respectively.

Fig. 10. Severe storm over Italy on 2 June 1156 UTC (left), 4 June 1143 UTC (middle) and 11 June 1149 UTC (right). The 183-WSL rainrates (top) are compared with those from GPROF/AMSR-E (bottom). Vertical bars describe an increasing displacement of the 183-WSL estimations with increasing rain intensities. The large dispersion of the scattergrams can be justified observing that GPROF drastically underestimates rain intensities where light rainfall is detected.
5. Summary and conclusion

The most important aspects of passive microwave remote sensing has been explored both from theoretical and for operational point of view. The chapter does not rigorously treat the physical principles of PMW remote sensing, but uses theory as a reference point to correctly interpret and describe satellite observations. For this reason, the first sections were contributed to focus the attention on two fundamental themes that must be taken into account when using microwave radiometers: surface emissivity and radiation extinction processes. Compared to optical and IR wavelengths where surface contribution varies between 0.80 ÷ 1.00, microwaves are very susceptible to changes in surface conditions. Over ocean, the substantially stable emissive surface ensures that microwave soundings of atmospheric parameters are quite consistent within a strategy of rainrate retrieval. Over land areas, the passive microwave observations yield to significantly less quantitative measures of rainfall because the effects of surface emission variability can drastically affect measurements and consequently the retrieved products. Those surface effects are more marked in the case of
absorption by liquid raindrops where a low-emissivity background (i.e. cold) is required in order to make observations of the emitted radiation associated through Kirchhoff’s law to the absorption regime. Liquid hydrometeors are the dominant contributors to the absorption and emission, providing a direct physical relationship between rainfall and the observed microwave radiances. Examples of the quasi-pure absorption process can be found in the Tropics where the dissolving of a deep convection system induces the development of stratified warm precipitation where collision-coalescence formation mechanisms accrete raindrops.

In the case of scattering, rainfall amount is indirectly estimated via the scattering of radiation by liquid and ice particles. Because scattering is mainly due to frozen hydrometeors located on the top of clouds, the ice pack aloft largely blocks emission by liquid raindrops below. Consequently, the upwelling radiation is not directly correlated to the bulk of rain and rainfall intensity is deduced as a result of an effective measure of the radiation-raindrops interaction but as a probability function of scattered radiation-rainfall. Retrieval methods based on scattering approach, however, allow for the observation of precipitation over any background with the limits of being very robust during rain events characterized by large amount of ice crystals on cloud top (see the MCS in Fig. 3) and almost “blind” during rain episodes where less or no-ice particles are formed (i.e., light stratiform rain or warm rain).

To practically discuss the differences of retrieval techniques based on absorption or scattering approaches we have proposed in the second part of the chapter the results of the algorithm 183-WSL, which basically works via absorption mechanisms but behaves increasingly similarly to scattering algorithms with the increment of ice aggregates in the cloud. The scattergrams in Fig. 9 quantitatively demonstrate that for rainrates belonging to the light-moderate intensity class the distribution is quite disperse indicating low correlation between the 183-WSL retrievals and co-located scattering index (SI) values. With increasing rainfall intensities the agreement 183-WSL-SI improves (see empty dots). Another example is shown in Fig. 10 where low rainfall intensity values are observed and numerically quantified by vertical bar diagrams.

These case studies on one hand highlight the differences between two retrieval methods based on absorption and substantially pure scattering processes and from the other they open up the road to future planned studies. Our numerous investigations actually reveal the robustness of the 183-WSL algorithm in many different situations where precipitating events are often characterized by light rains or snow covered terrain, two extreme circumstances for passive microwave observations. The strength of such results can be extended to a more general discussion on the use of high frequency microwaves to better delineate low rainrate regions and to inspect frozen soils. In addition, our studies also demonstrate that the suite of frequencies between 90 and 190 GHz, are suitable to study rainfalls mainly resulting from non ice-phase process with size spectral range lower than millimeter where these frequencies offer useful information to identify and possibly measure “warm rain” processes.

6. References
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1. Introduction

The increasing use of technology in our everyday environment has led to the ubiquitous presence of electromagnetic fields. These leads to many new researches in past ten years which deal with biological effects of high frequency fields, especially GSM frequency band. For that purpose developed are appropriate exposure systems.

In 1996, the World Health Organization (WHO) established the guidelines for quality Electromagnetic field experiments, where the importance of well-defined and characterised exposure conditions was emphasised.

Various system designs have been used for the exposure. Most of them belong to one of the following basic design ideas: Transverzal Electromagnetic (TEM) cell, RF chambers, radial transmission lines (RTL), waveguides or Wire Patch Cells (WPC).

In this chapter focus would be on G-TEM cell and Wire Patch Cell, their construction, characteristics, usage, advantages and disadvantages.

Performed were several models and tests with different power output levels in order to see field distribution inside system. As most of biological effects caused by RF electromagnetic radiation are thermal, temperature distribution and increase were also noted in order to separate temperature rise because of exposure system itself and temperature rise due to electromagnetic field levels.

2. Biological effect of Electromagnetic fields

Exposure to electromagnetic fields is not a new phenomenon. However, due to the increasing use of technology in our everyday environment has led to the ubiquitous presence of electromagnetic fields. Such fields arise wherever there is a voltage or a current.

All types of radio broadcasting and TV transmitters produce electromagnetic fields, and they also arise in industry, business and the home, where they affect us even if our sense organs perceive nothing. Everyone is exposed to a complex mix of weak electric and magnetic fields, both at home and at work.
Generally we can divide biological effects of electromagnetic radiation on non-thermal end thermal effects. Non-thermal biological effects are related to low frequency electromagnetic field and are mostly manifested as induced currents in human body. Thermal biological effects occur due to high frequency electromagnetic fields. Radio frequency radiation interacts with matter by causing molecules to oscillate with the electric field. This interaction is most effective for molecules that are polar (have their own internal electric field) such as water. The water molecule loses this rotational energy via friction with other molecules and causes an increase in temperature. This effect is the basis for microwave cooking (Michelson et al, 1987).

Temperature increase during exposure to high frequency electromagnetic waves depends on: the specific area of the body exposed and the efficiency of heat elimination; intensity of field strength; duration of exposure; specific frequency or wavelength; and thickness of skin and subcutaneous tissue. Each frequency in the electromagnetic spectrum is absorbed by living tissue at a different rate, called the specific absorption rate or SAR, which has units of watts per kilogram (W/kg). Related to human thermoregulation, organs with the least blood flow are most endangered. The eyes are particularly vulnerable to RF energy in the microwave range, and prolonged exposure to microwaves can lead to cataracts.

The levels of radiofrequency fields to which people are normally exposed are very much lower than those needed to produce significant heating. The heating effect of radiowaves forms the underlying basis for current guidelines. Scientists are also investigating the possibility that effects below the threshold level for body heating occur as a result of long-term exposure.

The IEEE and many national governments have established safety limits for exposure to various frequencies of electromagnetic energy based on SAR.

\[ SAR = \frac{\sigma E^2}{\rho} \]  

(1)

Where \( E \) is RMS value of the electric field strength in the V/m, \( \sigma \) is the conductivity of body tissue in S/m and \( \rho \) is density of body tissue in Kg/m^3

In the area of biological effects and medical applications of non-ionizing radiation approximately 25,000 articles have been published over the past 30 years. However, some gaps in knowledge about biological effects exist and need further research (WHO).

### 2.1 Regulation and standards

When the problem of electromagnetic pollution became evident, government and many non-governmental organizations came to solution to this problem with limitation of field strength. Over the years this limitations are getting stricter as measurements results showed growing number of new radiation sources. Individual countries have different approaches to the limits stipulated in the various regulations, standards, norms and recommendations. In Table 1. Are exposure EMF limits by international organizations:

**ICNIRP** (International Commission on Non-ionizing Radiation Protection), **IEEE** (Institute of electrical and electronics engineering), **CENELEC** (European Committee for Electrotechnical Standardization).
**3. Exposure systems**

Progress in understanding biological effects of non-ionizing electromagnetic radiation is closely related to measurement capability.

To be able to measure any effect of electromagnetic radiation it is necessary to have appropriate exposure system. During last ten years more various exposure systems where developed for research of biological effects and this systems are from constantly adopting accoring needs. Most of them belong to one of the following basic design ideas: Transverzal Electromagnetic (TEM) cell, RF chambers, radial transmission lines (RTL), waveguides or Wire Patch Cells (WPC).

Well defined exposure conditions are essential to obtain reproducible results ant they are an precondition for the repeatability of studies.

All enviromental requirements for the specific experiment must be strcly complied to it.

Field distribution should be homogenous, i.e., the deviation from homogenety should be as small as possible.

In qualitative comparison of five differend exposure sistems (Table 2.) Schoenberg et al. (2001) came to conclusion that best results were achived by wire patch cell and RF chambers for the exposure of cells in homogenous suspension in 60mm Petri dishes and T-75 flasks. But none of discussed approaches enabled exposure with reasonable homogenity.

The decision which exposition system is most appropriate for certan in vitro study depends on numerical and technical requirements. Therfore Schoenberg et al, recommend close cooperation of biological and engineering experts in designing any in vitro exposure setup.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>FCC occup.</th>
<th>ICNIRP occup.</th>
<th>DIV V EXPO-Range 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>50/60 Hz</td>
<td>Power delivery</td>
<td>500 µT (B-Field)</td>
<td>1.251 µT (B-Field)</td>
</tr>
<tr>
<td>27 MHz</td>
<td>CB radio, diathermy</td>
<td>68.2 V/m</td>
<td>61.0 V/m</td>
</tr>
<tr>
<td>100 MHz</td>
<td>FM radio</td>
<td>61.4 V/m</td>
<td>61.4 V/m</td>
</tr>
<tr>
<td>433 MHz</td>
<td>Industrial applications</td>
<td>73.4 V/m</td>
<td>62.4 V/m</td>
</tr>
<tr>
<td>900 MHz</td>
<td>Cell, pager</td>
<td>106 V/m</td>
<td>90.0 V/m</td>
</tr>
<tr>
<td>2.45 GHz</td>
<td>Microwave, industry</td>
<td>137 V/m</td>
<td>137 V/m</td>
</tr>
<tr>
<td>6 GHz</td>
<td>Digital radio</td>
<td>137 V/m</td>
<td>137 V/m</td>
</tr>
<tr>
<td>20 GHz</td>
<td>Satellite transmission</td>
<td>137 V/m</td>
<td>137 V/m</td>
</tr>
</tbody>
</table>

Table 1. Exposure limits in comparison
### Table 2. Qualitative comparison of the performance of five designs for the exposure of plated cells in 60 mm Petri dishes.

<table>
<thead>
<tr>
<th></th>
<th>TEM Cell</th>
<th>RF Chamber</th>
<th>RTL</th>
<th>Waveguide</th>
<th>Wire Patch cell</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency range</strong></td>
<td>&lt; 1 GHz</td>
<td>Up to several GHz</td>
<td>&lt; 3 GHz</td>
<td>0.7-2 GHz</td>
<td>0.7-2 GHz</td>
</tr>
<tr>
<td><strong>Number of dishes</strong></td>
<td>2</td>
<td>&gt;20</td>
<td>20</td>
<td>4-10</td>
<td>8&lt;sup&gt;(1)&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Preferred Polarization</strong></td>
<td>E&lt;sup&gt;(2)&lt;/sup&gt;</td>
<td>k&lt;sup&gt;(3)&lt;/sup&gt;</td>
<td>E</td>
<td>E&lt;sup&gt;(2)&lt;/sup&gt;</td>
<td>E</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td><strong>Power requirements</strong></td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Inhomogeneity</strong></td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td><strong>Complexity</strong></td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>Small</td>
<td>Large</td>
<td>Medium</td>
<td>Medium</td>
<td>Small</td>
</tr>
<tr>
<td><strong>System cost</strong></td>
<td>High</td>
<td>High</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td><strong>Environmental control</strong></td>
<td>Incubator</td>
<td>Self-built</td>
<td>Self-built</td>
<td>Incubator</td>
<td>Incubator</td>
</tr>
<tr>
<td><strong>Electromagnetic shielding</strong></td>
<td>Self-contained</td>
<td>Self-built</td>
<td>Self-built</td>
<td>Self-contained</td>
<td>Self-built</td>
</tr>
<tr>
<td><strong>Exposure control</strong></td>
<td>Power meter</td>
<td>Power meter</td>
<td>Power meter</td>
<td>Power meter</td>
<td>Field probe&lt;sup&gt;(4)&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>(1)</sup> 35mm Petri dishes placed into 60 mm Petri dishes with same medium height.
<sup>(2)</sup> k and H polarizations lead to poor homogeneity and are not further considered
<sup>(3)</sup> E polarization leads to excessive power requirements and is not further considered
<sup>(4)</sup> Field probe must be used for control in resonating structures

(Schoenborn et al, 2001)

#### 3.1 Transverse electromagnetic (TEM) Cell

A transverse electromagnetic (TEM) cells were the most often used in bioelectromagnetic experiments, EMC investigations and other studies as a source of standard electromagnetic field. It was developed by Litovitz et al. [1993] and utilized by Penafiel et al. [1997] for the exposure of cells in T25 flasks at 835 MHz.

TEM cell is an exposure system that combines characteristics as generation of uniform field or a homogenious plane wave, usable cell volume for placing samples, shielding from electromagnetic influence both from outside and inside, it operates over a wide frequency band, generates a planewave, field strength can be computed from the radiofrequency (RF) power travelling the cell.

TEM cells can be made in various sizes to suit the experimental requirements. The width of the cell must be less than one-half the wavelength at the highest operating frequency to prevent higher-order-mode or multimoding effects. They are in use for upper frequency limits of 50, 150, 300, 500, and 1000MHz. TEM cells used for frequencies in Giga-hertz area are called Giga-hertz transverse electromagnetic GTEM cells.
Field strengths which can be achieved in TEM cells go from very low to extremely high values depending on the input power.

At higher frequencies the cells are compact, portable, simple to build, and can be used for broadband operation up to higher frequency limit. The major disadvantage of the TEM cell is the restriction on specimen size imposed by the cell dimensions, which is inversely proportional to the upper frequency limit (Donaldson et al, 1978)

**Fig. 1. Example of TEM cell.**

**Fig. 2. Example of GTEM-cell.**

### 3.2 Wire Patch Cell

A wire patch cell has been designed for exposing cell cultures during in vitro experiments studying possible effects of mobile radio telephone. It is based on the wire patch antenna which works at 900 MHz with a highly homogeneous field inside the antenna cavity. The designed cell structure is symmetric and provides a rather homogeneous field distribution in a large area around its centre. This small open device is easy to construct and fits into an incubator. As the wire patch cell is a radiating element with the same radiating pattern as a dipole, and thus some absorbing materials are necessary around the system when used for in vitro experiments. Secondly, because of its narrow bandwidth, it is difficult to maintain its working frequency. (Leval et al, 2000)

The 900 MHz WPC consist of two square plates (the ground plane and roof) of the same size (15 x 15 cm²), spaced 2.9 cm apart using four metallic grounding contacts located at each corner of the cell. A coaxial cable is located at centre of the cell, with the external conductor...
connected to the centre of the ground plane and the inner one passing trough the plate and then connecting to the roof. Dimensions of radiating structure are related to the signal wavelenght and inversely proportional to the frequency (Ardoino et al, 2004).

Fig. 3. Example of Wire Patch Cell containing four Petri dishes.

4. GTEM cell and WPC modelling

Before any constructing begins it is recommended to perform computer modelling of desired exposure system to investigate all needed requirements which are demanded from such systems, for example homogeneous field distribution, frequency range, etc. As most of biological effects caused by high frequency electromagnetic radiation are thermal, temperature distribution and increase should be also taken into account in order to separate temperature rise because of exposure system itself and temperature rise due to electromagnetic field levels.

If temperature increase due to exposure systems construction itself is noted it is necessary to consider implementation of some cooling system before performing electromagnetic exposure test. Otherwise test results can be misinterpreted.

With QuickField software we have modelled GTEM cell and WPC. Our main goal was to determine possible temperature increase in these two exposure systems. QuickField is a finite element analysis software package. Main application include computer simulations of electromagnetic fields for scientific and industrial purposes.

Modeled GTEM cell is 40cm high and 60cm wide. Antenna source is placed at ¾ of height. Modeled 1800MHz WPC has dimensions 20x20 cm² (model is 2 dimensional), with Petri dishes (radius 3.5cm) placed 5 cm from septum (centre). Dimensions of 1800MHz WPC were suggested by Ardoino et al., 2004 (Salovarda et al, 2007,2008).
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4.1 Finite element method
The Finite element method is used to solve complex, nonlinear problems in electromagnetism.[8][9] The first step in finite-element analysis is to divide the analyzed configuration into small homogeneous elements. The model contains information about the device geometry, material constants, excitations and boundary constraints. In each finite element, a linear variation of the field quantity is assumed. The corners of the elements are called nodes. The goal is to determine the field quantities at the nodes.

The Finite-element analysis technique solves the unknown field quantities by minimizing energy functional. The energy functional is an expression describing all the energy associated with the configuration being analyzed. For 3-dimensional, time-harmonic problems this functional may be represented as

$$F = \int_v \left( \frac{\mu |H|^2}{2} + \frac{\varepsilon |E|^2}{2} - \frac{J \cdot E}{2j\omega} \right) dv$$

(2)

The first two terms in the integrand represent the energy stored in the magnetic and electric fields and the third term is the energy dissipated (or supplied) by the conduction currents. By expressing $H$ in terms of $E$ and by setting the derivative of this functional with respect to $E$ equal to zero, an equation of the form $f(J,E) = 0$ is obtained. A kth order approximation of the function $f$ is then applied at each of the $N$ nodes and the boundary conditions are enforced, resulting in the system of equations.

$$
\begin{bmatrix}
J_1 \\
J_2 \\
\vdots \\
J_n
\end{bmatrix}
= 
\begin{bmatrix}
y_{11} & y_{12} & \cdots & E_1 \\
y_{21} & y_{22} & \cdots & E_2 \\
\vdots & \vdots & \ddots & \vdots \\
y_{m1} & y_{m2} & \cdots & E_n
\end{bmatrix}
\begin{bmatrix}
E_1 \\
E_2 \\
\vdots \\
E_n
\end{bmatrix}
$$

(3)

The values of $J$ on the left-hand side of this equation are the source terms. They represent the known excitations. The elements of the $Y$-matrix are functions of the analyzed problem geometry and the boundary constraints. Since each element only interacts with elements in its own neighborhood, the $Y$-matrix is sparse.

The terms of the vector on the right side represent the unknown electric field at each node. These values are obtained by solving the system of linear equations. In order to have a unique solution; it is necessary to constrain the field strength at all boundary nodes. (Malaric et al. 2005)
Applied mesh is shown in Figure 4 and the field values at the nodes have been calculated. In each finite element, a linear variation of the field quantity is assumed. The corners of the elements are called nodes. The goal is to find the electric field values at these nodes. Other parameters, such as the magnetic field, induced currents, and power loss can be obtained from the electric field values.
4.2 Temperature distribution inside GTEM cell

The characteristics of GTEM-cell are: 50 $\Omega$ input impedance, inner conductor at 3/4 height, inner height to width ratio equals 2/3 and angle septum/bottom plate is 15°, with angle septum/top plate being 5°. The septum as well as coating is made of copper. The N type connector is placed at the end of the tapered section. If necessary, the connector can be replaced. The septum is supported by dielectric material. At the other end, there are the pyramidal absorbers 0.25 m long which are used for electromagnetic wave termination and two parallel 100 $\Omega$, distributed resistive load for current termination. Figure 2 shows cross-section of the used GTEM-cell.

Fig. 5. GTEM-cell designed at Faculty of Electrical Engineering and Computing (FER)

Fig. 6. Base of GTEM-cell designed at FER

By changing source values we wanted to see what is critical field value where temperatures are increased more than 1° C (1K) in the middle 15 cm below septum. Surrounding temperature in all cases was 300 K. Fig.3 and 5 show the result of numerical modeling analysis of E-strength and fig.4 and 6. results of temperature distribution in cell due to E field. Warmer colors on figures are higher values of E field or temperatures.
Fig. 7. E field distribution in of simulated GTEM. E=3.28V/m in the middle 15cm below septum.

Fig. 8. Temperature distribution due to E field below the septum from fig.7. Temperature in the middle 15cm below septum is 300.003 K (E=3.28V/m).

Fig. 9. E field distribution in of simulated GTEM. E=23V/m in the middle 15cm below septum.

Fig. 10. Temperature distribution due to E field below the septum from fig.9. Temperature in the middle 15cm below septum is 300.144 K (E=23V/m).

Fig. 11. Temperature in the middle 15cm below septum is 301.161 K (E=65.63V/m).

Source Voltage  
\[ \text{E strength (V/m)} \]  
\[ \text{Power density (mW/cm}^2) \]  
\[ \Delta T (T - T_0) \text{ K} \]

<table>
<thead>
<tr>
<th>Source Voltage (V)</th>
<th>E strength (V/m)</th>
<th>Power density (mW/cm²)</th>
<th>( \Delta T (T - T_0) \text{ K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.28</td>
<td>0.00285376</td>
<td>0.003</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>0.14032202</td>
<td>0.144</td>
</tr>
<tr>
<td>20</td>
<td>65.63</td>
<td>1.14150507</td>
<td>1.161</td>
</tr>
</tbody>
</table>

Table 3. E field in the middle 15 cm below the septum

In case when E field 15 cm below septum is 23 V/m (fig. 5, 6, 7), temperature on same place is 300.144 K. Similar situation was measured in reference [10], when they observed...
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Fig. 7. E field distribution in of simulated GTEM. E=3.28V/m in the middle 15cm below septum.

Fig. 8. Temperature distribution due to E field below the septum from fig.7. Temperature in the middle 15cm below septum is 300.003 K (E=3.28V/m)

Fig. 9. E field distribution in of simulated GTEM. E=23V/m in the middle 15cm below septum.

Fig. 10. Temperature distribution due to E field below the septum from fig.9. Temperature in the middle 15cm below septum is 300.144 K (E=23V/m)

Fig. 11. Temperature in the middle 15cm below septum is 301.161 K (E=65.63V/m).

<table>
<thead>
<tr>
<th>Source Voltage (V)</th>
<th>E strength (V/m)</th>
<th>Power density (mW/cm²)</th>
<th>ΔT (T - T₀) K, T₀=300K</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.28</td>
<td>0.00285376</td>
<td>0.003</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>0.14032202</td>
<td>0.144</td>
</tr>
<tr>
<td>20</td>
<td>65.63</td>
<td>1.14150507</td>
<td>1.161</td>
</tr>
</tbody>
</table>

Table 3. E field in the middle 15 cm below the septum

In case when E field 15 cm below septum is 23 V/m (fig. 5,6,7), temperature on same place is 300.144 K. Similar situation was measured in reference [10], when they observed...
influence of EMF on Lemna Minor growth in GTEM cell. Plants were exposed to field strength of 23 V/m for 4 hours. The temperature of plants which were placed 15 cm below septum at the beginning and at the end of measurements varied no more than ± 0.1° C. This measured temperature corresponds to our model in same environment (Tkalec et al, 2005).

4.3 Temperature distribution inside WPC
Performed were several tests with different power output level in order to see increase of temperature on places where petri dishes (samples) are. Starting temperature ($T_0$) in all cases was chosen to be 300 K.
Warmer colors in figures below indicate higher values of E-field as well as of temperature.

Fig. 12. Vertical E field distribution in side WPC for source 10V.

Fig. 13. Horizontal E field distribution in side WPC for source 10V.
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Fig. 14. Temperature distribution for 2V source. Temperature value in centre of WPC is 300.226K (E-field = 26.84V/m). Temperature value 6.5 cm from septum (centre Petri dish) = 300.006K (E-field = 4.4V/m).

Fig. 15. Temperature distribution for 5V source. Temperature value in centre of WPC is 301.140K (E-field = 67.11V/m). Temperature value 6.5 cm from septum (centre Petri dish) = 300.049K (E-field = 10.9V/m).
Fig. 17. Temperature distribution for 10V source. Temperature value in centre of WPC = 305.54K. Temperature value 6.5 cm from septum (centre Petri dish) = 300.195K.

Fig. 18. Temperature distribution for 30V source. Temperature value in centre of WPC = 334.82K. Temperature value 6.5 cm from septum (centre of Petri dish) = 301.52K.

Table 4. E-field and temperature increase in 6.5 cm from septum (centre of Petri dish).

<table>
<thead>
<tr>
<th>Source Voltage (V)</th>
<th>E strength in the middle of petri dish, 6.5 cm from septum (V/m)</th>
<th>Power density in the middle of petri dish, 6.5 cm from septum, (mW/cm²)</th>
<th>ΔT (T – T₀) K, T₀=300K</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.2</td>
<td>0.0013</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>4.4</td>
<td>0.0051</td>
<td>0.006</td>
</tr>
<tr>
<td>5</td>
<td>10.9</td>
<td>0.0319</td>
<td>0.049</td>
</tr>
<tr>
<td>10</td>
<td>21.9</td>
<td>0.1278</td>
<td>0.195</td>
</tr>
<tr>
<td>20</td>
<td>43.9</td>
<td>0.5114</td>
<td>0.738</td>
</tr>
<tr>
<td>30</td>
<td>65.8</td>
<td>1.1507</td>
<td>1.517</td>
</tr>
</tbody>
</table>

4. Conclusion

By comparing WPC simulation results with simulation result performed on G-TEM cell (40cm high and 60cm wide, antenna source placed at ¾ of height) similarities are shown. The low E-field levels (2V/m – 11V/m) should not cause any significant change of the temperature, but temperature rise for higher E-field levels should not be ignored (65.8 V/m = ΔT 1.517K). We see significant temperature increase close to septum (e.g. 65.8 V/m = ΔT 34.82K). Therefore it is recommended to implement a cooling system in order to avoid possible biological effects from heating rather than electromagnetic field itself. One example could be two water spiral-plate jackets placed on external faces of WPC. (Ardoino et al., 2004.) Next our step is to build WPC according to the gained knowledge. Then we will perform measurements of temperature rise depending on field strengths both in GTEM cell and WPC.

Fig. 19. Example of WPC with cooling system as two water spiral-plate jackets placed on external faces of WPC.
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Table 4. E-field and temperature increase in 6.5 cm from septum (centre of Petri dish).

<table>
<thead>
<tr>
<th>Source Voltage (V)</th>
<th>E-strength in the middle of petri dish, 6.5 cm from septum (V/m)</th>
<th>Power density in the middle of petri dish, 6.5 cm from septum, (mW/cm²)</th>
<th>$\Delta T$ ($T - T_0$) K, $T_0=300K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.2</td>
<td>0.0013</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>4.4</td>
<td>0.0051</td>
<td>0.006</td>
</tr>
<tr>
<td>5</td>
<td>10.9</td>
<td>0.0319</td>
<td>0.049</td>
</tr>
<tr>
<td>10</td>
<td>21.9</td>
<td>0.1278</td>
<td>0.195</td>
</tr>
<tr>
<td>20</td>
<td>43.9</td>
<td>0.5114</td>
<td>0.738</td>
</tr>
<tr>
<td>30</td>
<td>65.8</td>
<td>1.1507</td>
<td>1.517</td>
</tr>
</tbody>
</table>

4. Conclusion

By comparing WPC simulation results with simulation result performed on G-TEM cell (40cm high and 60cm wide, antenna source placed at ¾ of height) similarities are shown. The low E field levels (2V/m – 11V/m) should not cause any significant change of the temperature, but temperature rise for higher E-field levels should not be ignored (65.8 V/m = $\Delta T$ 1.517K).

We see significant temperature increase close to septum (e.g. 65.8 V/m = $\Delta T$ 34.82K). Therefore it is recommended to implement cooling system in order to avoid possible biological effects from heating rather than electromagnetic field itself. One example of cooling could be two water spiral-plate jackets placed on external faces of WPC. (Ardoino et al., 2004.) Next our step is to build WPC according gained knowlge. Then we will perform measurements of temperature rise depending on field strengths both in GTEM cell and WPC.

![Fig. 19. Example of WPC with cooling system as two water spiral-plate jackets placed on external faces of WPC.](image-url)
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1. Introduction. Cell biology fundamentals of the bioelectric behaviour of neuron plasma membrane underlining the biophysics of the neuron bioelectric impulse.

1.1 Introduction.
In this chapter we present a comprehensive study of the action of applied magnetic fields (MF) (static, alternating of extremely low frequency (ELF) (0.1-217 Hz) and ELF MF modulating microwave (MW) carriers of 9.6 (100 and 800 Hz) and 13.6 GHz (2-100 Hz)). The target is the neuron membrane, and the underlying mechanism explaining the MF effect is the Ca\(^{2+}\) ion liberation from its membrane cytosolic stores. The chapter is organized as follows. After studying the bioelectric action potential across membrane, enlarging Hodgkin-Huxley master equations with the Ca\(^{2+}\) diffusion current and solving them considering the membrane as a Kirchoff knot, we describe the experimental set-ups. Next we describe and discuss the main effects discovered: bioelectric frequency inhibition and excitation, neuron synchronization under ELF MF, frequency resonance effect (“frequency window” effect), ELF modulated MW demodulation explanation, and also the effect of such a MW on human astrocytoma cells proliferation. A general model based on membrane phospholipids superdiamagnetism (SD) and Ca\(^{2+}\) liberation under Coulomb explosion (CE) is described and successfully corroborated by our experimental results. In particular our SD+CE model explains well the so called frequency window effect, where only a narrow bandwidth is effective in the AC MF interaction with the biological systems.

1.2 Molecular structure of plasma membrane.
Neurons cell biology and molecular foundations of bioelectric and synaptic-mediated processes are well defined in terms of: membrane surface structure and membrane molecular components.
According to the lipid globular-protein fluid mosaic model (Singer and Nicolson, 1972) cell membranes main components -lipids and proteins- are organized in a phospholipid (PP) bilayer, being proteins either embedded in one or two of the hemilayers, or located entirely exposed at the external or internal cell surfaces, being attached to the bilayer by a covalent
linkage. The PP bilayer is asymmetric, due in part to the electrical charge lipid molecule distribution, i.e. negatively charged phosphatidylserine (PS) and glycolipids (GL) that are almost exclusively located in the inner and outer halves of the membrane respectively (Rothman and Lenard, 1977) (Fig.1). PS molecules, with their additional functional groups and net negative charge $-e$ in the polar head, interact with cytosolic $\text{Ca}^{2+}$ (Papahadjopoulos and Bangham, 1966). Precise information about the exact content of PS in neuron membrane is scarce but it is known that they amount $\approx 14\%$ of the half cytosolic lipid bilayer molecules (Alberts et al., 1989). Gangliosides, defined as sialic acid-containing glycosphingolipids, account for an estimated 5-10% of the total lipids in the neuronal plasma membrane, or about 10-20 % in the external half of the bilayer, where they are located. GL can carry one or more $-e$ charges (polyanionic heads) depending upon the number of N-acetylneuraminic acid (sialic acid, NANA) residues, which represent in turn binding sites for $\text{Ca}^{2+}$. Interposed between the lipids are cholesterol molecules. Also shown are the PP long molecules. The crucial lengths intervening in the model of MF interaction with plasma membrane (see § 3), $l \approx 60 \text{ Å}$ and $p \approx 14 \text{ Å}$, are shown (del Moral and Azanza, 1992).

![Model of neuron membrane](image)

**Fig. 1.** Model of neuron membrane, showing the PS and a NANA glycolipid with the ganglioside head GM2, both heads negatively charged with $-e$ (modified from Alberts et al., 1989). Bound to the heads are water solvated $\text{Ca}^{2+}$, the overall heads having an effective positive charge $+\delta$. Interposed between the lipids are cholesterol molecules. Also shown are the PP long molecules. The crucial lengths intervening in the model of MF interaction with plasma membrane (see § 3), $l \approx 60 \text{ Å}$ and $p \approx 14 \text{ Å}$, are shown (del Moral and Azanza, 1992).

is scarce but it is known that they amount $\approx 14\%$ of the half cytosolic lipid bilayer molecules (Alberts et al., 1989). Gangliosides, defined as sialic acid-containing glycosphingolipids, account for an estimated 5-10% of the total lipids in the neuronal plasma membrane, or about 10-20 % in the external half of the bilayer, where they are located. GL can carry one or more $-e$ charges (polyanionic heads) depending upon the number of N-acetylneuraminic acid (sialic acid, NANA) residues, which represent in turn binding sites for $\text{Ca}^{2+}$. Interposed between the lipids are cholesterol molecules with dielectric constant $\varepsilon_r = 2.21$.

### 1.3 Neuron bioelectric impulse biophysics.

Neurons plasma membranes are organized to generate and propagate bioelectric signals, i.e. waves of voltage, the *nerve impulses*, in response to a stimulus. In a resting neuron, at both sides of the plasma membrane, there exits an electric potential difference, **resting potential**, being the inner membrane surface (i) negatively charged ($\approx -60 \text{ mV}$) with respect to the external one (o). Transmembrane potential is produced by a different concentration of ions at both sides of the membrane, as given by well known Nernst equation, $E = (RT/zF)\ln(c_i/c_0)$, where $c_i$ and $c_0$ are the relevant ion concentrations.
Bioelectric Effects Of Low-Frequency Modulated Microwave Fields On Nervous System Cells

Considering transmembrane diffusible ions e.m.f., there exists in the cytosol a high concentration of K\(^+\) ions while in the extracellular fluid there are higher concentrations (R is the gas constant, F, de Faraday and z, the ion valence) of Na\(^+\), Ca\(^{2+}\) and Mg\(^{2+}\) ions, being Cl\(^-\) ions concentrations variable depending on the kind of neuron. As a stimulus is applied to the membrane, a stimulation threshold arising, arising a stimulation threshold, transmembrane voltage is reversed becoming the inner surface positive, *depolarization*. In few tens of ms the original inner negative potential is recovered (Fig.2). Such a voltage modifications have the shape of an impulse were we can distinguish three main phases: depolarization (D), repolarization (R) and hyperpolarization (H), each one conveyed by a kind of ion. Membrane stimulation induces the opening of either Na\(^+\)- or Ca\(^{2+}\)-channels. Ions diffuse inside de membrane raising their equilibrium potential according to Nernst equation. As the membrane is depolarizing K\(^+\)-channels are opened, allowing the reversion of transmembrane potential. The sorting of K\(^+\) ions charges the membrane negatively, *repolarization*, getting the negative value for K\(^+\) equilibrium potential, *hyperpolarization*. Finally the 3Na\(^+\)/2K\(^+\)-exchange pump, plus sorting of Cl\(^-\) ions, recovers the initial resting transmembrane potential. Through the non-polar (dielectric) lipid bilayer, ions diffuse across protein-channels. Three kinds of ionic channels are operating in membranes, leakage channels (L), voltage- and ligand-activated channels.

![Fig. 2. D: depolarization; R: repolarization; H: hyperpolarization. V\(_d\) depolarization voltage; V\(_h\) hiperpolarization voltage; V\(_r\) repolarization voltage; t\(_s\) stimulation time; t\(_h\) hyperpolarization time. (Pérez-Bruzón, 2006).](image)

![Fig. 3. Plasma membrane as a knot, where ionic currents concur.](image)
The D and H main trans of bioelectric impulse in neurons (Fig. 2) are controlled by the well known Hodgkin & Huxley (HH) equation (Hodgkin and Huxley, 1952). This equation has been usually referred to an equivalent electric circuit of in parallel conductances, membrane capacitance, \( C_m \) and DC generators, the latter being mainly the Nernst equilibrium Na\(^+\) and K\(^+\) e.m.f., \( E_{Na} \) and \( E_{K} \) due to the ions electrochemical gradients (other e.m.f. are due to Ca\(^{2+}\) and Cl\(^-\) ions). Consideration of this network by meshes does not allow its easy solution, and we will consider the membrane as a Kirchoff knot where the currents concur (Fig. 3). Therefore HH equation in the presence of an applied magnetic field, \( B_{eff} \), takes the form:

\[
C_m (dV/dt) + g_{Na} m(t)^3 h(t) (V - E_{Na}) + g_K n(t)^4 (V - E_K) + g_L (V - V_L) - I_{Ca}(B_{eff}, t) = 0 ,
\]

(1)

where \( V \) is the transmembrane voltage, \( g_i \) (i = Na, K, L) the channels conductances. \( m \) and \( n \) are the HH channel excitatory and \( h \) inhibitory functions, of microscopic origin not yet well known, although the phenomenological needed powers four, point out to four independent processes, acting for the opening (\( m, n \)) and closing (\( h \)) of corresponding channels. Leakage channels and voltage/ligand operated ones are probably responsible for the setting of the threshold voltage, \( V_0 \), but current through them is weak and here neglected. Finally, for our purpose, HH currents have been supplemented by the Ca\(^{2+}\) current produced by MF (HH magnetic (HHM) equation) as we shall discuss below. We will solve eq.[1] in the relaxation time, \( \tau \), approximation for the HH functions, where e.g. we assume that

\[
dn/dt = -n(t)/\tau_K
\]

(2)

where \( n(t) \) is assumed to be proportional to the number of \( K^+ \)-channels which remain closed at time \( t \). Integration of [2] taking \( t = 0 \) at the beginning of R process plus H process, yields

\[
n(t) = n_0 \exp(-t/\tau_K).
\]

Similarly taking \( t = 0 \) at the beginning of D process we obtain that function \( m(t) = m_0 \exp(-t/\tau_{Na}) \). Otherwise the inhibition function at D process follows the equation \( dh/dt = -h(t)/\tau_{inh} \), of integral \( h(t) = h_0 \exp(+t/\tau_{inh}) \). We will now obtain the membrane voltage \( V(t) \) dependence, partitioning the impulse in the mentioned regimes.

**Repolarization and hyperpolarization:** these two processes follow one after other and it is well known that in the R+H process only \( K^+ \)-channels are open and therefore [1] becomes,

\[
C_m (dV/dt) + g_K n(t)^4 (V - E_K) - I_{Ca}(B_{eff}, t) = 0,
\]

which integration after substitution of \( n(t) \) yields

\[
V_K(t) = E_K + (E_{Na} - E_K) \exp \left[ -\left( g_K n_0^4 \tau_K / 4 C_m \right) (1 - e^{-4t/\tau_K}) \right] + \int_0^t dt I_{Ca}(B_{eff}, t) / \left[ V_K(t) - E_K \right],
\]

(3)

which is an integral equation in \( V_K(t) \) with kernel \( I_{Ca}(B_{eff}, t) \). We will show below (from [8] and [10]) that \( I_{Ca}(B_{eff}, t) = -(N(0)/(\alpha B_{eff}^2) exp(-t/\tau_{Ca}) \), where \( N(0) \) is the initial Ca\(^{2+}\) ion number in a burst and \( \tau_{Ca} \), the Ca\(^{2+}\) relaxation time (diffusion time in the cytoplasm) (t origin in [3] is taken at \( V(t) = E_{Na} \), origin of R). For comparison with experimental results in single neurons, it is useful to work in frequency domain, so that we will obtain the frequency spectrum of the spontaneous impulse \( V_K(t) \). Fourier transform (FT)
of [3] exp[…] function is unknown, but for \( t < \tau_K \) first exponential can be series expanded, so obtaining

\[
V_K(t) \approx E_K + (E_{Na} - E_K) \left[ 1 - \left( g_{K} n_0^4 \tau_K / 4C_m \right) \left( 1 - e^{-t/\tau_K} \right) + \int_0^t dt' I_{Ca}(B_{eff}, t') \right] / \left[ V_K(t) - E_K \right].
\] (4)

The \( \omega \) spectrum of [4] spontaneous \( V_K(t) \) \( (I_{Ca} = 0) \) is obtained by Fourier transforming \( V_K(t) \) around a central frequency \( \omega_0 \), characteristic of the impulse, yielding (except for a Dirac \( \delta(\omega - \omega_0) \) artefact introduced by the exponential series cut-off)

\[
V_K(\omega) = A \sqrt{\left( \omega - \omega_0 \right)^2 + (\Delta \omega/2)^2},
\] (5)

where \( A = g_K n_0^4 \tau_K / 4C_m \) and \( \Delta \omega/2 = 2\pi/\tau_K \) the HMMW, which provides \( \tau_K \). Therefore the impulse spectrum is the familiar Lorentzian function, taking its maximum value at \( \omega = \omega_0 \). Eqs. [4] and [5] can be easily extended to the real situation of having different types of \( K^+ \)-channels (up to seven in Helix aspersa neurons (Azanza et al., 2008)), but this extension is not very suitable for comparison with the impulse because of the too large number of parameters involved.

**Depolarization:** this process follows after the refractory time and threshold voltage establishment, and since involved \( Na^+ \) channels are operated by voltage, inclusion of \( Ca^{2+} \) current sums only a term to \( V_{Na}(t) \). But also retarded in time \( K^+ \) channels are opened, although being in small number during D tram their current can be neglected. The HHM relevant equation is then \( C_m (dV/dt) + g_{Na} m(t)^3 h(t) (V - E_{Na}) - I_{Ca}(B_{eff}, t) = 0 \), which in presence of MF yields another integral equation. Integration followed by the first exponential expansion as before yields

\[
V_{Na}(t) \approx E_{Na} \left[ 1 - \left( g_{Na} m_0^3 h_0 \tau_{eff} / 3C_m \right) \exp(-t/\tau_{eff}) + \int_0^t dt' I_{Ca}(B_{eff}, t') \right] / \left[ V_{Na}(t') - E_{Na} \right],
\] (6)

where the relaxation time is given by \( \tau^{-1}_{eff} = \tau_{Na}^{-1} - \tau_{inh}^{-1} / 3 \), since the inhibition and activation are independent processes. As before the \( \omega \)-spectrum of spontaneous \( V_{Na}(t) \) is Lorentzian of \( \Delta \omega/2 = 2\pi/\tau_{eff} \), and \( A = g_{Na} m_0^3 h_0 \tau_{eff} / 3C_m \). Extension to different kinds of \( Na^+ \)-channels is not worthwhile because of above mentioned reason. \( Ca^{2+} \) and \( Cl^- \) channels operated by voltage as well would be treated in the same way to \( Na^+ \) ones, but as mentioned before their associated currents can be safely neglected.

**2. Biophysical experiments.**

2.1 Experiments made on single unit neurons from Helix aspersa (mollusc) brain ganglia by applying static (SMF) and alternating (ELF) magnetic fields. Since experiments under low intensity SMF and alternating AC-ELF MF ones are intimately related in their interpretation with the ones carried out under modulated MW fields it is important to present them, in order to fully understand the neuron behaviour under the
latter. We will briefly describe the experimental set-ups for the three kinds of experiments, as follows.

2.1.1 Experimental set-up for exposure to SMF.
Brain ganglia (about 6 mm³ of volume) (Fig. 4) were placed in the centre of an electromagnet polar pieces (Fig. 5). Nervous ganglia were immersed in molluscs Ringer solution.

Fig. 4. Microelectrode inside neuron F1. (from Kerkut et al., 1975).

Intracellular electrophysiological activity from single neurons was recorded in real time with glass microelectrodes (tip diameter < 0.5 μm, tip resistance 2-20 MΩ), filled with a conducting 1M potassium acetate solution (pH 6.8) (Fig.5). Intensities of applied SMF were in the range of 1.0 mT up to 0.7 T (Azanza, 1988; 1989; 1990; Azanza and del Moral, 1994 1995; 1996). Applied MF -either static or alternating- were perpendicular to local geomagnetic field (GMF) lines. Set-up was disposed inside a Faraday cage.

2.1.2 Experimental set-up for exposure to ELF-MF.
Brain ganglia samples, were disposed between a pair of Helmholtz coils as above described for exposure to SMF (Fig. 6). Applied ELF-MF were of: frequencies between 0.1 and 217 Hz and AC amplitude between 0.2 μT up to 15 mT. Experiments at AC, μT amplitude, were performed inside a Mumetal chamber (Fig. 7). The screening was of 100 times, relative to the values of local geomagnetic field (GMF). The AC amplitude inside the Mumetal chamber,
was of 0.1μT with respect to the ambient AC field of 0.2 μT (Azanza and del Moral, 1998; Azanza et al., 2001, 2002; Calvo et al., 1999a, b; Pérez-Bruzón, 2006).

Fig. 6. Experimental set-up for application of ELF-MF. The neuron sample is placed between a pair of Helmholtz coils.

Fig. 7. Exposure to ELF-MF of 0.2 μT, 2μT and 12 μT were performed inside a Mumetal screening chamber (4). (3) Cold light. (2) Helmholtz coils. (1) Brain sample.

2.2 Experiments made on single unit neurons from *Helix aspersa* (mollusc) brain ganglia by applying 13.6 GHz microwaves, modulated by ELF-EMF.

2.2.1 Experimental set-up and dosimetry
*Helix aspersa* brain ganglia were maintained as described above for SMF and ELF-MF experiments. For exposure to EMF of 13.6 GHz the ganglion bath was placed within a resonant, open, toroidal cavity (Fig. 8). The resonant cavity (Figs. 8 and 9) is made of a 1 mm thickness dielectric ring of FR4, cooper metallized on both surfaces, which are in turn aluminium short-circuited in their external edge for forming the cavity. The MW field was generated by a home made Gunn diode oscillator, which modulates in amplitude the high frequency voltage by an ELF frequency signal voltage between 2-100 Hz. The MW–MF is homogeneous within an area of about 4 mm² around the cavity centre, where the ganglion is accurately positioned. The MW EF (E₀=3.5 V/m) is polarized along Oz axis (Figs. 8 and 9) and is homogeneous within the cavity height.
Fig. 8. (a) Set-up for MW-MF exposure and schematic diagram of the set-up. Nervous ganglion was accurately positioned at the cavity centre, where the field is quite homogeneous. b) Idealized set-up for dosimetry calculations.

Fig. 9.- Toroidal cavity (mode TEM): external radius $r_e = 2.5$ cm; internal $r_i = 2$ cm; $h = 1$ mm. Magnetic field $H$ is polarized in the cavity plane (the one of the biological sample), along the coaxial cable to the MW generator ($P = 5$ mW) waveguide. On Ox axis containing the feeding port. Electric field, $E$ is normal to plane.

The MW signal was extracted using a rectangular waveguide, working in a dominant TE$_{10}$ mode, followed by a coaxial cable (50 $\Omega$), so that the mode becomes TEM, the cable being connected to the cavity by BNC gold plated connector. Modulation depth was fixed at 90%. MW frequency of 13.6 GHz was measured using a MW spectrum analyzer E4407B (Agilent) and the generator output power of 5 mW was measured using a power meter 4231A (Boonton). Typical Poynting vector at the cavity center was $S \approx 0.35$ W/m$^2$. Typical peak value of $H_y \approx 0.10$ Am$^{-1}$ ($= 1.25$ mOe) at the Helix brain ganglia position (cavity centre) (note this intensity is close to the lowest one applied in our ELF alone experiments). The bioelectric impulses were Fourier spectrum analysed using computer standard methods (Chart v 4.1.2 program for Windows, ADInstruments). It is also worthwhile to mention that the applied MF in the electrophysiological experiments was of the same order of magnitude that the applied to astrocytes in our experiments of irradiation performed within the GTEM anechoic chamber (Fig. 21B).
The values of SAR (Fig. 10) and measured temperature increase of sample, between 0.0258 and 0.0261 °C show that the experiments have been carried out under non thermal conditions. Therefore measurable thermal effects are not expected. Dosimetry calculations were made by using the method of finite elements in frequency domain implemented in commercial package ANSOFT HFSS. Although the open cavity radiates some of the injected electromagnetic power (5 mW) to the exterior it has been shown that it keeps an EMF distribution similar to the closed cavity one (field distribution is only perturbed within the metallic ring). As the chamber with Ringer solution and nervous ganglia is introduced inside the toroid some field attenuation is expected due to the conductivity of the saline solution. Also dominant polarizations in the centre of the applicator are perturbed with respect to the empty applicator. Calculated temperature variations, ΔT, in the Ringer bath solution under applied MW are similar to the values measured with respect to a control Ringer solution not illuminated with MW. The measurements were made with a calibrated R₀ = 100 Ω (0°C) Pt-resistor thermometer (0.01°C precision, resistance temperature coefficient α =0.03.850 x10⁻² Ω/°C between 0-100°C) and a multimeter (0.0001 ohms resolution) using the four point technique for temperature dependent resistance measurement. Temperature was obtained from linear interpolation, t=(R₁ - R₀)/ αR₀.

2.3 Experimental Results

2.3.1 Main experimental observations by application of SMF and ELF (0.1-50 Hz) magnetic fields.

We have observed that the behaviour of an individual neuron, against an applied MF, either static or alternating, is not random but fixed for a mapped neuron: stimulation, decrease of the activity and eventual inhibition and slow response or no response. Magnetic fields, either SMF or ELF-MF, induce effects which reproduce normal, spontaneous, activities of neurons. Applied MF seem to work as switchers, they switch on/switch off the spontaneous activities. Responses of excitation/inhibition are shortened under applied MF.
Under applied SMF, about the 70% of neurons show a Ca\textsuperscript{2+}-dependent modification of the spikes-frequency (see spike in Fig. 2), with non appreciable modification of spike shape. For the 50% of neurons the frequency decreases and eventually are inhibited. For the 20% of neurons the frequency increases, being stimulated. For the remainder 30% of neurons very slow or no responses are observed. After long time exposures, spikes-amplitude decrease through a mechanism dependent on the progressive inactivation of the \(3\text{Na}^+\cdot2\text{K}^+\cdot\text{ATPase}\) pump (Azanza and del Moral, 1996). We have observed higher neurons sensitivity under applied ELF-MF. For the 56% of neurons they are inhibited. About the 26% of neurons are stimulated and about 18% of neurons show slow or no responses. Spikes frequency responses are more frequent than spikes amplitude responses. Also neurons show a much higher sensitivity to frequency variations than to amplitude variations of applied MF (Pérez-Bruzón, 2006).

Searching for the origin of stimulation/inhibition induced effects on neurons, we were able to experimentally show that MF somehow induces the liberation of Ca\textsuperscript{2+} ions in the cytosol. Depending on neuron type the increased free cytosolic calcium concentration ([Ca\textsuperscript{2+}]) produces: i) the increase of neuron membrane conductance for K\textsuperscript{+} ions (g\textsubscript{k}) through Ca\textsuperscript{2+}-dependent-K\textsuperscript{+}-channels in turn promotes the sorting out of K\textsuperscript{+} ions to the extracellular fluid, hence the hyperpolarization and so inhibition of neuron activity; ii) the increase of positive charge directly induces the Ca\textsuperscript{2+}-dependent-membrane depolarization, promoting in turn the neuron stimulation. We have shown mimic effects between the induced ones by MF and the induced by increased [Ca\textsuperscript{2+}], after a set of key experiments: i) by promoting the entrance of Ca\textsuperscript{2+} ions into the cytoplasm increasing by seven times the Ringer Ca\textsuperscript{2+} concentration (Azanza and del Moral, 1988, 1994); ii) by promoting the liberation of Ca\textsuperscript{2+} ions from the endoplasmic reticulum into the citosol with caffeine –agonist of ryanodine receptors- (Azanza, 1989, 1990; Azanza and del Moral, 1994) and iii) by promoting the entrance of Ca\textsuperscript{2+} into the citosol through NMDA-receptors activated by glutamate (Calvo, 2003; Azanza et al. 2009). The most important conclusion is that inhibition and stimulation are Ca\textsuperscript{2+}-dependent processes, neuron-specific and are the result of membrane molecular structure expressed in terms of: kind, localization and relative density of ionic channels in plasma neuron, as we have shown by the characterization of Helix channels by immunocytochemistry (Azanza et al. 2008).

Main observations under exposure to ELF-MF were as follows:

### 2.3.1.1 - Synchronization

of at least pairs of neurons activity defined as a coincidence in spikes frequency and firing rhythm in time (Azanza et al., 2002, 2009). One of the most striking behaviour was oscillatory and recruitment activities observed after some time under exposure to sinusoidal ELF-MF. These characteristics of neuron activity are the expression of a kind of synchronizing activity of neurons relatively far away one each other but integrated in a small network (Fig. 11). Connexin proteins which make gap contacts between neuron-neuron and neuron-glia cells are the main responsible for synchronization in mammals brain. In our studies by simultaneously recording the bioelectric activity from pairs of neurons we have observed that synchronization occurs in the 27% of pairs of neurons studied (Azanza et al., 2002). We have studied the expression of connexin 26 by immunocytochemistry methods and shown that it is expressed in only the 4% of neurons in all the Helix suboesophageal ganglia (Azanza et al., 2007). These results plus the comparison of synchronization recordings with the ones mediated by neurotransmitters in synapsis are
a strong support in favour of the participation of MF in the synchronization process (Azanza et al., 2009). The synchronization encompasses clusters of e.g. 7 and 13 neurons, surrounding a central one. The calculated neuron number in the cluster using the model of § 3.2 agrees remarkably with the experimentally inferred number (Azanza et al. 2002).

![Fig. 11.](image)

Fig. 11. Experiments were made by simultaneously recording the activity from neuron pair V44 (▲, blue) and V20 (●, red). Under exposure to 50 Hz, 0.5-15 mT EMF (●), frequency increases reaching the same value in 2 min. As the applied ELF-MF amplitude increases the frequency of V44 did no change, but frequency for V20 goes down to its initial value. For 15 mT the frequency decreases sharply in parallel for both neurons, reaching a minimum value. As ELF-MF amplitude decreases the frequency for both neurons increases in parallel reaching the initial, spontaneous, value. At min. 35 the MF is switched off, no changes in the firing frequencies are observed. After 6 min (min. 41), the frequencies for both neurons start approaching, reaching same value at min 50. Synchronizing activity remained for about 32 min., disappearing when the applied field goes down. (Calvo et al., 2002; Calvo 2003).

2.3.1.2 - Frequency window effect: the neuron firing frequency, \( f \), decreases with the applied MF frequency, \( f_m \), as a Lorentzian, centred at about the spontaneous, \( f_0 \), one (Figs. 12 and 13) (Pérez-Bruzón et al., 2004; Pérez-Bruzón, 2006; Azanza et al., 2007b).

![Fig. 12.](image)

Fig. 12. Neuron F1. Lorentzian (line) fits the variation of neuron \( f \) (expressed in spikes/s) vs. field frequency, \( f_m \). \( f_0=2.5 \) Hz, \( \Delta f_{1/2}=9.9 \) Hz.
Fig. 13. Neuron V14. Lorentzian (line), fits the variation of neuron $f$ (expressed in spikes/s) vs. field frequency, $f_M$. $f_0=2.0$ Hz, $\Delta f_{1/2}=2.7$ Hz.

2.3.1.3 - Resonance effect: we have experimentally shown in molluscan brain single neurons that as the frequency of the applied MF, $f_M$, was coincident with the main frequency, $f_0$ of the Fourier spectrum of the spontaneous bioelectric activity voltage impulse, the neuron firing frequency showed a maximum, an effect so called frequency resonance (Fig. 14) (Pérez-Bruzón et al., 2004; Pérez-Bruzón, 2006; Azanza et al., 2007b).

Fig. 14. Neurone V19. A): Spontaneous $f = 2.4$ spikes/s, frequency and amplitude progressively decrease, being the neuron activity completely inhibited after 6 min. of recording. B): ELF-MF of 1 mT-2 Hz, was applied for 10 min. With 4 min delay the neuron activity (frequency) was stimulated, spikes amplitude also increasing. C): ELF-MF of 1 mT-2 Hz was applied, the frequency and amplitude increased for a second time. As 1 mT-1 Hz was applied, the neuron frequency was progressively decreasing and neuron activity completely inhibited. Experiment duration: was of (Pérez-Bruzón, 2006).
2.3.1.4 - Demodulation effect: the purpose of our research by applying MW electromagnetic fields (EMF) amplitude modulated (90%) by ELF-EMF was to separate out the possible effect of the MW from the one induced by modulated ELF-EMF within a wider range of frequencies, i.e. 2-100 Hz. The exposure of neurons to MW modulated by ELF-MF MF between 2 and 20 Hz and 20 Hz have shown that are the ELF-MF the responsible for the elicited responses (Figs. 15a and 16), a so called demodulation effect. Main observation was no effect under the carrier, \( f_c = 13.6 \) GHz, but “frequency resonances” at low frequencies, e.g. \( f_M = 16 \) Hz (Figs. 15a, 16), similar to the case of only ELF application, i.e. also with Lorentzian profiles (Fig. 17) (Azanza et al., 2007b; del Moral et al., 2008). The effect is a “frequency resonance” of Lorentzian shape, when the MF frequency matches the characteristic frequency (-ies) of the neuron impulse Fourier spectrum (Figs. 15b and 18b). We should stress that a “frequency resonance” is a maximum in the spectrum \( f = f_M \), where \( f \) is the bioelectric or spike frequency repetition. In neuron V14 two frequency resonances are observed at \( f_M = 4 \) and 16 Hz (Fig. 16). On Fig. 17 we can see Lorentzian fits to the \( f_M = 4 \) and 16 Hz resonances in neuron V14 (Fig. 16). As we will see this is an important observation upon which to base the model proposed in § 3.4 for the effect of ELF amplitude modulated MW upon neuron bioelectric activity. Note that the resonance observed in not an amplitude one (“spring” resonance).

![Neurone V15, f0 = 16Hz](image1)

Fig. 15. a) SA, spontaneous activity. The carrier was modulated at 2, 4, 8, 12, 16, 20 Hz. Neuron V15 shows a resonance effect at 16 Hz. b) Spontaneous activity Fourier spectrum gives a maximum for 16.4 Hz.
Fig. 16. Frequency resonance effect showing maxima at 4 and 16 Hz from neuron V14: frequency window effect.

Fig. 17. Lorentzian fits (continuous line) to the resonances shown in Fig 16. The HMHWs are respectively 1.4 and 1.6 Hz.
The resonance effect seems to be neuron specific. In the experiment on neuron F32 (Fig. 18a), caffeine (3mM) does not induce any Ca\(^2+\)-dependent activity (Azanza, 1989). When Ringer solution is added in order to remove caffeine, we observe a small increment in neurone bioelectric activity. This increment is not relevant from the statistical point of view. MW carrier alone (C) was applied and then the carrier modulated by ELF from 2 to 100 Hz frequencies. Resonances at 4 Hz and 50 Hz are observed. Fourier spectrum (Fig. 18b) gives a maximum for 4.2 Hz which is coincident with a maximum neurone frequency (4 Hz) (Fig. 18a). Resonances at 12 and 50 Hz are observed for other kinds of neurons (Fig. 19).

![Fig. 18a](image)

Fig. 18a. SA, spontaneous activity. Cf, caffeine. Ri, Ringer solution. C, MW carrier, induces a non significant modification of bioelectric activity. Resonances at 4 Hz and 50 Hz are observed.

![Fig. 18b](image)

Fig. 18b. Fourier spectrum give one maximum value at 4.2 Hz which is coincident with maximum neurone frequency. A filter to avoid 50Hz noise prevents getting the correspondent maximum.
Two conclusions can be summarized from the above experiments:

i) Neurone plasma membrane (see § 3.4) seems to behave as a physical system able to resonate as the MF frequency matches some characteristic one of the bioelectric impulse other than the spontaneous neurone frequency (Azanza et al., 2007b). An approach has been made for the interpretation of our resonance results consistent in a membrane depolarization due to the increase of cytosolic Ca\(^{2+}\) concentration. Ca\(^{2+}\) is detached from plasma neurone membrane through the superdiamagnetism (SD) and Ca\(^{2+}\) Coulomb depolarization due to the increase of cytosolic Ca\(^{2+}\) concentration. Ca\(^{2+}\) is detached from plasma neurone membrane through the superdiamagnetism (SD) and Ca\(^{2+}\) Coulomb explosion (CE) as explained in § 3.4 (del Moral and Azanza, 1992; Azanza and del Moral, 1994).

ii) Neurone bioelectric activity is highly sensitive to low frequency applied alternating MF modulating a MW carrier in the ten of GHz range. Extremely low frequency modulated MW radiation at non-thermal level of field power density (ΔT increase in bath lower than 0.01°C) modifies neurons bioelectric firing frequency, in a resonant way. The resonance appears when the ELF applied MF is close to a characteristic frequency of the impulse train Fourier spectrum (not to the firing frequency, del Moral et al., 2008).

Stimulatory effects by MW modulated by ELF-EMF have been described on human volunteers electroencephalogram recordings (EEG). 400 MHz 100 % modulated in the EEG physiological spectrum, at frequencies of 7, 14 and 21 Hz showed increased alpha (8-13 Hz), and beta (13-30 Hz) rhythms. Alpha and beta rhythms were also activated by MW modulation at 40 Hz and 70 Hz (Hinrikus et al., 2005). Similarly to observations on humans EEG we have got resonances at frequencies in the alpha and beta rhythms, values much higher than the spontaneous *Helix* neurons frequency (0.1-8.0 spikes/s). Our conclusion is that the frequency resonant effect must be the expression of an intrinsic biophysical property common to molluscan and human plasma membrane neurons which appears when the ELF applied MF is close to a characteristic frequency of the bioelectric impulse train Fourier spectrum. These observations could explain the effects observed on human EEG.

### 2.4 Experiments made on astrocytes from human astrocytoma tumour submitted to 9.6 GHz amplitude modulated by low power ELF-MF of 100 and 800 Hz.

Another kind of experiments has been performed consisting in the study of glia cell (human astrocytes) proliferation process under also ELF amplitude modulated MW EMF, that we...
will briefly discuss. The underlying mechanism to explain them may be also the Ca$^{2+}$ detaching from membranes.

Brain neurons and astrocytes are cells of crucial interest for the research of potential effects of MW produced by communication systems. Astrocytes are a physical support for neurons in human brain; they feed neurons by supplying metabolites from blood; they provide a neurotransmitters and ions buffer system to the brain, and with endothelial brain vessels membrane makes the blood brain barrier (BBB) and are able to proliferate, being the responsible for more than 90% of human cellular brain tumours (gliomas). Any modification in any of their activities will potentially produce negative effects on brain function and human health.

The aim of our work has been to characterise the effects of short MW pulses upon the physiology of astrocytes in culture by means of cellular and biochemical studies trying to characterize any possible toxic effect by comparing the results obtained on non-exposed, standard sham-control conditions, with the ones obtained under exposure to MW.

2.4.1 Experimental set-up and dosimetry.

Experiments were performed on astrocytes from human astrocytoma (Clonetics line 1321N1). Cells were maintained in culture as an adherent monolayer in a humidified atmosphere of 5% CO$_2$ at 37°C in a standard incubator. After 6 days cultured, cells were transferred to the GTEM-incubator for exposure to MW inside a horn shape GTEM cell, where the TEM radiated MW is from a flat strip line along a border. MW were produced with a solid state MW generator (100 KHz-20 GHz range), provided with a versatile modulator of different wave profiles (modulation depth 90%), followed by a high power (50W maximum output) MW travelling-wave tube amplifier, followed by a directional coupler, which injects the MW signal into the GTEM chamber through a 50 ohm coaxial cable (Fig. 20). ELF modulation was kept for all irradiations at 90%. Direct and reflected from chamber powers were monitored via a diode bridge. GTEM chamber is provided with anechoic walls to reduce unwanted reflections. The EMF-MW mode was the TEM one, same as usually in wireless telecommunication.
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Fig. 20. **A.** (1) Microwave generator (GIGATRONICS 2520A). (2) Medium Power Wide band amplifier (T186-50). (3) RF Power meter (BOONTON 51013). (4) Directional coupler: frequency range: 4-18GHz (COU-BD418 G 50W-35). **B.** (1) Electronic equipment connected to the GTEM - Cell (2). Olympus - incubator regulators: (3) CO$_2$ regulator; (4) Temperature regulator; (5) CO$_2$ container.
Two cells culture flaks were placed into the GTEM-cell where the EMF is rather homogeneous, with their longitudinal axis in the same direction of EM wave incidence. In Fig. 21 are shown the simulation layout for the dosimetry calculation for the whole system and SAR calculation along an observation line at 50 µm height from the bottom of the flask (the estimated cell layer thickness). EF calculated values were: 0.05-0.25 and 0.10-0.35 V/m for the two flaks respectively. The calculated MF were: 4.6-8.8 A/m, and 4.8-9.1 A/m for the two flaks. MF and EF intensities measured, are of the same order of magnitude to the ones that we are applying in our electrophysiology studies on neurons. The EF was normal to the plane of the cells monolayer and the incident MF in the horizontal plane of the monolayer. Calculated temperature increases due to MW power exposure were below 3x10⁻⁵ °C. Therefore we can assume negligible thermal effects in the cells (for detailed descriptions of dosimetry see Pérez-Bruzón et al., 2009).

Fig. 21. A) Transversal section of 2 Falcon flasks inside the GTEM- incubator system. B) SAR simulation in a plane at 50 µm height from incubator base. The mean SAR value from left to right was 3.99x10⁻⁴ W/Kg and 4.08x10⁻⁴ W/Kg (incidence direction +X).
2.4.2 Experimental results
In our experiments we have observed an statistics significant increased cell proliferation rate of about 43% under 24h exposure to pulsed MW in two experimental conditions: 9.6 GHz carrier frequency, pulse width 100 and 120 ns, pulse repetition frequency 100 and 800 Hz, pulse repetition interval, 1.25 and 10 ms, power 0.34 and 0.60 mW, EF strength 1.25 and 1.64 V/m, MF strength 3.3x10^-3 A/m (41.4 μOe) and 4.35x10^-3 A/m (54.6 μOe). Searching for biomarker proteins of astrocytes cell cycle and apoptosis, we found that Hsp-70 and Bcl-2 antiapoptotic proteins were expressed in control and treated samples while an increased expression for connexin 43 proteins was found in exposed samples. These results open the Ca^{2+} pathway for an explanation of increased proliferation. Signal cascade of astrocyte apoptosis may enclose modifications of intracellular calcium concentration ([Ca^{2+}]), an interesting confluence of molecular pathways to explain the effects under exposure to EMF in two kind of cells of the nervous system: of nervous: neurons and astrocytes. By considering the mechanisms that initiate cell cycle reactions, the induction of cell stress could be related to an increased release of hsp (heat-shock) proteins, which need not to be induced by heat production only. Hsps proteins play a critical role in the regulation of the cell cycle, proliferation and apoptosis. The synthesis of Hsp can be produced under several stress conditions: alcohol, oxidative stress, osmotic pressure change, toxic chemicals and exposure to low-frequency EMF (Pipkin et al., 1999; Leszczynski et al., 2002). Our future research will be devoted to study the quantification of Hsp-70, Bcl-2 and Cx43 proteins, in control and treated samples, possible increased [Ca^{2+}], concentration process and the implication of the anti-apoptotic increase of Bcl-2 protein promoting cell survival (Takuma et al., 2004).


3.1 Cell membrane as target for electromagnetic field interactions.
The EMF, in the frequency range we are applying, i.e. ELF of 0.1-217 Hz, and 100 and 800 Hz modulating MW carrier and, MW of 9.6 and 13.6 GHz, of low power (SAR induced on biological samples of 4.00 x 10^{-3} mW/Kg and 2.02x10^{-3} W/Kg respectively), do not posses sufficient EM-energy density to cause ionization (as in the X-ray, U.V and γ ranges of the EM spectrum) or appreciable thermal effects (see dosimetry data). In fact in the range of ELF, the heating effects are eventually due to the production of eddy currents and to the water dielectric relaxation, mainly of α-type, operating at frequencies between ≈ 0 Hz and ≈ 100 Hz (see Azanza and del Moral, 2004 for details). According to the Poynting theorem the maximum average EM energy deposition (i.e. without radiation losses) in a living system is limited by the time average EM density energy, i.e.

\[ e_m = \frac{1}{2} [E_{rms}^2 + \mu H_{rms}^2] \quad (7) \]

where \( E_{rms} \) is the EF and \( H_{rms} \) the MF r.m.s intensities respectively, and \( \varepsilon \) and \( \mu \), the dielectric constant and magnetic permeability of the biological medium, respectively. Then for an ELF field with a MF amplitude of say ≈ 0.3% Oe, \( e_m \approx 2 \times 10^{-15} \text{eV/m}^3 \), and e.g. for a neurone of Helix aspersa, with diameter ≈ 100 μm, this means that the energy available to the entire cell is only of ≈ 3 x 10^{-3} eV if whole energy were deposited in the cell. This energy is really negligible either against the atomic ionization energy for the whole cell atoms (of the order of 10 eV/atom, the Van der Waals binding energies of ≈ 0.06 eV/molecule or the
hydrogen bond energies of $\approx 0.16$ eV/molecule), or the specific heat (1cal/mole K) for the water within the cell, to produce any noticeable thermal effects (the above energy is around $10^{-8}$ times smaller than that needed one to rise the temperature of the cell by 1K at room temperature).

An ELF-EMF, both through the EF and through the MF by means of the Faraday induction effect, will produce electric currents in the ionic aqueous solution surrounding the cell. However, the cell membrane is a strong dielectric ($\epsilon_r \approx 6$) barrier for the passage of those currents to the intracellular medium, except for a small reduced fraction. Therefore if the ELF-EMFs have to produce any effects inside the living cells perhaps they must be through subtle alterations at the membrane level which in turn should convey signals across the membrane body to produce any eventual biochemical and physiological response. The unique characteristics of biological membranes make them the first candidates when searching for EMF interaction sites. Membranes from specialized cells couple the stimuli, carried out by chemical mediators as hormones and neurotransmitters, with the cytosolic machinery inducing in turn physiological responses. Those transduction complexes enclose specific receptor proteins, transductive proteins (i.e. G-proteins) and enzymes (i.e. adenylate cyclase or phospholipase C), which enormously amplify the initial weak impact promoted by the binding of the signalling molecules to their specific receptors. In this sense we can talk about the cell membranes as powerful “amplifiers” of electrochemical or biochemical events occurring in their surroundings. As a consequence of the chemical mediator-receptor interaction, effector molecules at cytosolic levels are triggered -the so called “second messengers”- inducing in turn specific metabolic changes. The best known second messenger molecules are: cyclic-adenosine-monophosphate (cAMP) (Sutherland, 1972); diacylglycerol and inositol trisphosphate (Downes, 1983; Berridge and Irvine, 1984; Nishizuka, 1984); Ca$^{2+}$ ions, central to our model presented in § 3.4 (Nahorski, 1988; Eberhard and Holz, 1988); arachidonate (Irvine, 1982; Loeb and Gross, 1986; Axelrod et al., 1988) and free fatty acids (Ordway et al., 1991).

Therefore in considering the mechanisms of interaction between ELF-EMF and cell membranes we have to take into account the possibility of a direct effect of ELF-EMF on receptor- and transductive-proteins and enzymes and interaction mechanisms. We cannot ignore either the phospholipid bilayer, which mainly constitutes the physical support of the membrane or the glycocalyx, which is an extracellular plasma membrane component essential in the interactions between the cell and its extracellular surroundings. Same can be said about the inner surface molecules, which capture free positive ions, e. g. Ca$^{2+}$.

**Non-linear-non-equilibrium** processes have been considered as essential ones, at critical steps in the transmembrane signal coupling (Ady 1986, 1988 a, b), for the “amplification” of the weak EM energy conveyed by the ELF-EMF interacting with the plasma membrane in order to produce e.g. Ca$^{2+}$ liberation from their membrane stores (as discussed in § 3.4) (del Moral and Azanza, 1992). The mechanism here proposed actually is not an energy amplification one but nevertheless a cooperative mechanism within PP clusters (see below). The assumption of having the cell membrane in a non-equilibrium or metastable state of potential energy provides for the possibility that a weak energy EMF stimulus can produce a significant perturbation of the membrane. On the other hand a physical or physicochemical non-linear “device” produces upon a “small” input signal $S_i$ a sort of amplification giving as output a “small” signal $S_0 = GS_i$ with G>1 only if the “characteristic” curve output vs input is non-linear (Bleaney and Bleaney, 1965). However, an alternative or concomitant way for
amplification is cooperativism among the molecular components of the membrane surface. Through a cooperative mechanism, the release of ELF-EM energy at a point in the membrane can be enlarged by the interaction of such a point with another one receiving the released energy and feeding back to the first point part of such energy output plus the one received by itself, within a closed-cycle loop (feedback). It is worthwhile to say that studies on the electrical properties of the squid giant axon (Cole and Curtis, 1939), which led to the well-known Hodgkin-Huxley equations, already showed clearly the non-linear characteristics of excitable biological membranes (Hodgkin and Huxley, 1952).

We should also clearly distinguish between two different ways of interpreting the action of EMF on cell membranes: through the electric field action or through the magnetic one, although when this is time varying (EMF), most theories attach cell effects to the electric one, directly impressed by the EMF and the one induced by the accompanying time-dependent MF (Faraday induction). Nevertheless it is noteworthy that when applying EMF of ELF to cells and tissues, the devices used to apply the quasistationary fields are such that the field is an electric one, except for few cases where the EMF was applied with coils, fed by AC currents, and then it is only when we can talk about the application of a quasistationary MF. In either situation the accompanying field, magnetic in the former case and electric in the latter, is negligible.

We have experimentally shown that increased free intracellular Ca2+ ions concentration promoted under static (Azanza and del Moral, 1994) and ELF-MF (Pérez-Bruzón et al., 2004) induces modification of the bioelectric activity on neurons. MF of the order of magnitude used in our experiments (≈ 1mT-0.7 T in experiments applying static MF and 0.2 μT-15 mT in experiments applying ELF-MF) are incapable of opening Ca2+-membrane channels or producing by ionization the liberation of Ca2+ from the binding sites on the neurone membrane. Nevertheless if we consider the combined effect of superdiamagnetism and Coulomb explosion upon Ca2+ ions, they can be liberated on both sides of the membrane (del Moral and Azanza, 1992). The model is based upon the strong repulsion that the Ca2+ ions, attached to both sides of the membrane phospholipids (Fig.1), suffer when the nearest neighbour (N.N.) opposite extremes of such diamagnetic dipoles (Fig.22) come close enough to suffer Coulombic repulsion forces with a energy higher than the ionic binding energy to the membrane surface, εs. According to the described membrane structure, such electrostatic interaction can only occur between PS-GL pairs. These charged heads are immersed in water with a very high dielectric constant (εr ≈ 80), giving to this structure low electrostatic repulsive energy, and therefore great stability at its ground state (GS), i.e. without EMF application or against thermal fluctuations.
Fig. 22. (a) Schematic layout (not at scale) for the neuron membrane model, showing the lipid molecules (sticks). Some (N,N,)PP (≥ 2% in our model), with attached Ca²⁺ ions are shown. The direction of the applied MF \( B \), as well as the polar angle, \( \theta \), of the radial PP molecules phospholipids (PP) molecules molecules and the angle \( \theta_0 \) below which there is not possible Ca²⁺ liberation are also shown. (b) The same membrane under an applied magnetic field \( B \), where diamagnetic PP have fully rotated becoming with their long axes orthogonal to \( B \) and the Ca²⁺ charged heads approach, for a field stronger than a saturation one, \( B_0 \) (Azanza and del Moral, 1994).

3.2 Superdiamagnetism (SD) and \( \text{Ca}^{2+} \)-coulomb explosion (CE) model under AC magnetic fields.

This model has been widely tested in single neurons and simple neurone networks under static and ELF MF respectively, where in the latter the MF also induces a synchronized bioelectric activity within those networks, as mentioned before (Azanza et al. 2002; Azanza et al., 2005).

The model explains well the neuron bioelectric activity inhibition, i.e. the decrease of firing frequency under applied MF due to Ca²⁺ ions liberation from inner membrane surface. Neuron excitation under applied MF is also thought to be due to increase of Ca²⁺ in the cytosol, that increases the voltage difference across membrane and opens the voltage operated Na⁺ (and Ca²⁺ too) channels, giving rise to depolarization, due to the entrance of such ions. The model inhibition contemplates three ingredients: i) The anisotropy of the diamagnetic susceptibility tensor components, \( \tilde{\chi} \) (< 0) of the long PP “rods”, or difference \( \Delta \chi = \chi_\parallel - \chi_\perp \), between the directions parallel (\( || \)) and perpendicular (\( \perp \)) to the PP axis (the same applies for protein channels). ii) The well proved cluster formation in the membrane liquid crystal of correlated PP long axes through their electric quadrupolar moments, \( \tilde{Q} \), interaction, of pair (i,j) correlation function \( c_Q = \langle \tilde{Q}_i \tilde{Q}_j \rangle - \langle \tilde{Q}_i \rangle \langle \tilde{Q}_j \rangle \), by
Fig. 23. Two nearest-neighbour Ca\textsuperscript{2+}-charged phospholipids (rods) rotate under their assumed opposite magnetic torques, approaching the Ca\textsuperscript{2+} ions (black circles), attached to the PP negatively charged heads (lozenges). The ions become simultaneously detached from the membrane surfaces when their weak ionic bonds to the heads are broken due to Ca\textsuperscript{2+}-Ca\textsuperscript{2+} Coulomb repulsion. Within the cytosol the Ca\textsuperscript{2+} ions diffuse towards the K\textsuperscript{+}-protein channels, which are opened when Ca\textsuperscript{2+} is captured (within the Debye shielding length, $\lambda_D$) by the “gate” molecule (calmodulin), giving rise to the K\textsuperscript{+} outwards current (hyperpolarization) (del Moral et al., 2008).

which the PPs *cooperatively* rotate out from the MF B axis (PP electric dipolar moment is very weak). (...) is the ensemble thermal average. The correlation length, $\xi$ usually exceeds a single neurone, *via* the PPs of the interposed glia membranes between neurons, and through the gap junctions (Azanza et al. 2007a). This phenomenon is called *superdiamagnetism* (SD). iii) When the Ca\textsuperscript{2+} ions attached to their PP bilayer inner and outer binding sites (polar heads) happen to be nearest-neighbours (NN, in number $N_{nn}$ per cluster face, with estimated $N_{nn} \approx 0.007N_c$, $N_c$ being the PP number per cluster), and the NN PPs suffer opposite (with clearly 1/2 probability) magnetic torques $\tau_m = \pm m \mathbf{x} \mathbf{B}$, the weak ionic bindings are broken by their mutual Coulomb repulsion, of energy $\varepsilon_{coul}$. This produces a *simultaneous* detaching (*Coulomb explosion, CE*) of Ca\textsuperscript{2+} pairs (Fig.23 for a view of the mechanisms involved). Note that the Ca\textsuperscript{2+} water solvating and dielectric membrane negative electric images formation reduce the Ca\textsuperscript{2+} effective charge (for more details see Azanza and del Moral, 1994; del Moral et al. 2008).

The main result from the SD-CE model is the *field intensity dependence* of the neurone bioelectric frequency, $f(B_{\text{eff}}, T)$. This frequency is controlled by chemistry mass action law between Ca\textsuperscript{2+} and membrane binder radical, R* (sialic acid outside and phosphatidylycerine inside), i.e. $[\text{Ca}^{2+}] \langle R^- \rangle = k(T, B_{\text{eff}}) [\text{Ca}R]$, where k is the kinetics constant. Thus $f \propto [R]$ becomes inversely proportional to the number of Ca\textsuperscript{2+} ions detached per cluster, $N_{Ca}^c = N_m \exp(-\Delta E_c/k_B T)$, where $\Delta E_c(\theta) = -(N_c \varepsilon_m + N_m \varepsilon_{\text{out}})$ is the *dynamic* Peierls’s energy barrier (i.e. changing with the PP rotation) to be overcome by the Ca\textsuperscript{2+} ion in order for the PP to steadily rotate. Moreover under AC MF the cell impulse H process (where the cytosol
becomes more negative due the K\(^+\) ions sorting out, Fig.2) is modified by the Ca\(^{2+}\) ions (in number of four) binding to the K\(^+\) protein-channel (more specifically to the calmodulin “gate” molecule) and opening it due to the calmodulin electrical unfolding (Babu et al., 1985). Therefore it should be \(f \propto 1/N_{Ca^{2+}}\), to first order. Summing now \(N_{Ca^{2+}}\) from all the PP clusters in membrane(s), the final result is that the neurone bioelectric frequency varies with the RMS MF as

\[
f(B_{\text{eff}}, T) = f(0, T) \exp(-\alpha B_{\text{eff}}^2),
\]

where \(f(0, T)\) is the spontaneous frequency and the important parameter model \(\alpha = N_c|\chi_\perp|V/2\mu_0 k_B T\), that encompasses the PP cluster physical properties and membrane temperature, \(T\), and allows the experimental determination of \(N_c\) or PP number in a membrane(s) cluster (del Moral and Azanza 1992; Azanza and del Moral 1994). As mentioned before for ELF AC MF (quasistatic) we have introduced in [8] the RMS \(B_{\text{eff}}\), since magnetic energy density stored in the membrane is \(b(t)^2/2\mu_0\), of time average \(B_{\text{eff}}^2/2\mu_0\). Eq.[8] has been widely and firmly tested in single neurons of *Helix aspersa* for static (del Moral and Azanza 1992) and ELF weak MF (Azanza and del Moral 1998) and for temperature, \(T\) modification (Pérez-Bruzón, 2006). The exponential law [8] has been tested for static MF application and in Fig. 24 we plot the logarithm of \(f\) against \(B^2\) for several mapped neurons, for \(B\) between 0 and 0.7 T and where we distinguish two linear regimes, with different slopes, due to the different \(N_c\) (at the higher fields the clusters are likely fractured and \(N_c\) decreases). If we assume \(N_c = 5 \times 10^6\) PP/cluster (as deduced from SQUID magnetization measurements in erythrocyte membranes (Azanza et al., 1993)) we obtain a value of \(\chi_\perp\) rather close to the measured value, giving good selfconsistence to the model (Azanza and del Moral, 1994). Note that at a critical field all activity is abolished through a first order transition. Now for weak ELF MF the observed firing frequency, \(f\), in *Helix* neurons follows a dependence \(f(B_{\text{eff}}) \approx f(0)(1 - \alpha B_{\text{eff}}^2)\), which precisely is the obtained one by performing a series expansion of [8] for \(\alpha B_{\text{eff}}^2 \ll 1\) (Azanza and del Moral., 1996).

Regarding to \(f(T)\) dependence, observations in mapped *Helix* neuron F47 show that \(f\) first decreases with increasing \(T\) at fixed \(B_{\text{eff}}\) in disagreement with eq.[8] (see Fig.25). The reason is that those neurons belong to the \(\approx 26\%\) of studied ones where \(f\) increases with increasing

![Fig. 24. The logarithm of the firing frequency for several *Helix* neurons vs. the square of the applied magnetic field, \(B\). The slope of the linear portions gives \(\alpha = N_c|\chi_\perp|V/2\mu_0 k_B T\), with \(N_c\) underlying a sudden change at \(\approx 0.05T\) (Azanza and del Moral, 1994).](image-url)
becomes more negative due to the K⁺ ions sorting out, Fig. 2) is modified by the Ca²⁺ ions (in number of four) binding to the K⁺ protein-channel (more specifically to the calmodulin "gate" molecule) and opening it due to the calmodulin electrical unfolding (Babu et al., 1985). Therefore it should be \[ f \propto N_{Ca^2+} \], to first order. Summing now \[ N_{Ca^2+} \] from all the PP clusters in membrane(s), the final result is that the neurone bioelectric frequency varies with the RMS MF as \[ f_{Beff,T} = f_{0,T} \exp(-\alpha B_{eff}^2), \] (8)

where \( f_{0,T} \) is the spontaneous frequency and the important parameter model \[ \alpha = \frac{\chi \chi^*}{V^2 \mu_0 k_B T} \] encompasses the PP cluster physical properties and membrane temperature, \( T \), and allows the experimental determination of \( N_c \), or PP number in a membrane(s) cluster (del Moral and Azanza 1992; Azanza and del Moral 1994).

As mentioned before for ELF AC MF (quasistatic) we have introduced in [8] the RMS \( B_{eff,T} \), since magnetic energy density stored in the membrane is \[ \frac{\mu_0}{2} B_{eff}^2 t \], of time average \( \langle B_{eff}^2 \rangle \).

Eq.[8] has been widely and firmly tested in single neurons of Helix aspersa for static (del Moral and Azanza 1992) and ELF weak MF (Azanza and del Moral 1998) and for temperature, \( T \) modification (Pérez-Bruzón, 2006). The exponential law [8] has been tested for static MF application and in Fig. 24 we plot the logarithm of \( f \) against \( B^2 \) for several mapped neurons, for \( B \) between 0 and 0.7 T and where we distinguish two linear regimes, with different slopes, due to the different \( N_c \) (at the higher fields the clusters are likely fractured and \( N_c \) decreases). If we assume \( N_c = 5 \times 10^6 \) PP/cluster (as deduced from SQUID magnetization measurements in erythrocyte membranes (Azanza et al., 1993)) we obtain a value of \( \chi \chi^* \) rather close to the measured value, giving good selfconsistence to the model (Azanza and del Moral, 1994). Note that at a critical field all activity is abolished through a first order transition. Now for weak ELF MF the observed firing frequency, \( f \), in Helix neurons follows a dependence \[ f_{Beff,T} \approx f_{0,T} \left( 1 - \alpha B_{eff}^2 \right), \] which precisely is the obtained one by performing a series expansion of [8] for \( \alpha B_{eff}^2 \ll 1 \) (Azanza and del Moral., 1996).

Regarding to \( f(T) \) dependence, observations in mapped Helix neuron F47 show that \( f \) first decreases with increasing \( T \) at fixed \( B_{eff} \), in disagreement with eq.[8] (see Fig. 25). The reason is that those neurons belong to the \( \approx 26\% \) of studied ones where \( f \) increases with increasing \( T \) and where \( T \) modification.

Fig. 25. Temperature effect for neurone F47 bioelectric activity. Transitions at 30°C and 37°C within the membrane liquid crystal are observed.

\( B_{eff} \) (Azanza and del Moral 1994). The responsible mechanism is that the by MF detached Ca²⁺ ions depolarize the membrane, cytosol becoming more positive, so opening Na⁺ and/or Ca²⁺ channels operated by voltage (bioelectric activity stimulation mechanism). Also \( D \) amplitude \( V_d \) decreases, the calculated variation in \( V_d \) being \( \Delta V_d(B_{eff}) = -(4\pi N_c/E_p \exp(+\alpha B_{eff}^2)), \) where \( E_p \) is the pump e.m.f., due to opposite to PP protein pump rotation (since \( |\mu| < |\chi| \) ), where PP partially hidden the protein pump, desactiving it (Azanza and del Moral 1996) (see Fig. 26). Also observed are two transitions in the form of increasing

Fig. 26. Semilog plot of depolarization voltage decrease versus \( B^2 \); \( n \) corresponds to several studied neurons (Azanza and del Moral, 1996).
a $\Delta T$ small interval, at $T_{\text{f1}} \approx 30^\circ C$ and $T_{\text{f2}} \approx 37^\circ C$, corresponding to phase transitions within the membrane liquid crystal. After the second transition $f$ decreases with $T$ increase, now in agreement with (8), although $f$ temperature behaviour requires a deeper investigation, and PP liquid crystal viscosity energy dissipation, $\varepsilon = -\eta(T)\theta(t)$ introduction in the SD -CE model ($\eta$ is the membrane viscosity coefficient).

### 3.3 Bioelectric impulse shape and frequency spectrum.

**Comparison with experiments in single neurons:** we will now compare our HHM model of impulse shape (§ 1.2) with the electrophysiological experiments performed on *Helix aspersa* single unit neurons, a good bench for present studies as we have already noticed. Thus in Fig.27 we present the spontaneous ($B_{\text{em}} = 0$) R+H voltage time time variation for two mapped neurons, fitted by the approximate solution eq. (4), the agreement being reasonable, but where we do not reproduced the sigmoidal variation at the ends, due to the series cut-off in eq. (3). The more “accurate” frequency used “sigmoidal” fit by $(1-e^{-\tau_k})$ is also shown, but its basis is purely phenomenological. We took $E_K = -75\text{mV}$, $E_{\text{Na}} = +50\text{mV}$ (this e.m.f. rectified by the delayed $K^+$ channels), $g_k = 1.6 \times 10^{-7}\text{m}^2\text{Ω}^{-2}$ and $C_m = 4 \times 10^{-2}\text{Fm}^{-2}$, and from the fits we obtained the $\tau_k$ values quoted in Table 1. Clearly we can not identify parameters $n_0$ with the number of K-protein channels (KP), with a density of $\approx 7\text{KP/\mu m}^2$, which for a neurone of 100 $\mu$m diameter yields $\approx 2 \times 10^4\text{KP}$. Under AC MF we have observed that the shape of the impulse becomes unmodified, which means that the solution of full integral eq. (3) with $I_{\text{Ca}}$ inclusion is not needed. Integral eqs. (3) and (6) can be easily transformed into second order linear differential equations of well known solutions, not given here. In Fig. 28 we show the frequency spectrum of a bioelectric impulse of neurone V19, together with the fitted theoretical one by eq. (5), using the parameter values of Table 1, the agreement being excellent, the same happening for other neurons (not shown). Thus in Fig. 28 we present the spontaneous ($B_{\text{em}} = 0$) R+H voltage time time variation for two mapped neurons, fitted by the approximate solution eq. (4), the agreement being reasonable, but where we do not reproduced the sigmoidal variation at the ends, due to the series cut-off in eq. (3). The more “accurate” frequency used “sigmoidal” fit by $(1-e^{-\tau_k})$ is also shown, but its basis is purely phenomenological. We took $E_K = -75\text{mV}$, $E_{\text{Na}} = +50\text{mV}$ (this e.m.f. rectified by the delayed $K^+$ channels), $g_k = 1.6 \times 10^{-7}\text{m}^2\text{Ω}^{-2}$ and $C_m = 4 \times 10^{-2}\text{Fm}^{-2}$, and from the fits we obtained the $\tau_k$ values quoted in Table 1. Clearly we can not identify parameters $n_0$ with the number of K-protein channels (KP), with a density of $\approx 7\text{KP/\mu m}^2$, which for a neurone of 100 $\mu$m diameter yields $\approx 2 \times 10^4\text{KP}$. Under AC MF we have observed that the shape of the impulse becomes unmodified, which means that the solution of full integral eq. (3) with $I_{\text{Ca}}$ inclusion is not needed. Integral eqs. (3) and (6) can be easily transformed into second order linear differential equations of well known solutions, not given here. In Fig. 28 we show the frequency spectrum of R+H neuron impulse tram, fitted by a Lorentzian fuction as our model predicts (see § 3.4 below).

![Fig. 27. Experimental (o) and model (thick line) R+H voltage time variations for neurons F2 and V19; thin line, phenomenological sigmoidal variation.](image-url)
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3.3 Bioelectric impulse shape and frequency spectrum.

Table 1. Initial values of n, m, and h HH functions and K+,τK, and Na+,τeff, relaxation times.

<table>
<thead>
<tr>
<th>Neurone</th>
<th>n0</th>
<th>τK (ms)</th>
<th>(m0h0)1/4</th>
<th>τeff (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>200</td>
<td>33.0</td>
<td>51</td>
<td>92.7</td>
</tr>
<tr>
<td>F2</td>
<td>188</td>
<td>49.4</td>
<td>45</td>
<td>149.9</td>
</tr>
<tr>
<td>V3</td>
<td>202</td>
<td>45.0</td>
<td>49</td>
<td>109.6</td>
</tr>
<tr>
<td>V14</td>
<td>272</td>
<td>12.4</td>
<td>58</td>
<td>57.0</td>
</tr>
<tr>
<td>V19</td>
<td>155</td>
<td>156.7</td>
<td>41</td>
<td>222.8</td>
</tr>
</tbody>
</table>

Similarly in Figs. 29 we show the D voltages for the same neurons impulses, fitted by
eq. (6), using the above parameter values and gNa = 1.9×10⁻⁷ m⁻² Ω⁻², from the fits obtaining
the values of (m0h0)1/4 and τeff also quoted in Table 1. Values of (m0h0)1/4 are larger than n0
ones, and same above consideration apply to them. Also Na⁺ relaxation times, τeff are larger
than τK⁺, although in the impulse times tS < tB (Fig.27) because VNa(t) is interrupted at the
smaller (abs.value) ENa than EK for VK(t). In Fig.30 is again shown the frequency spectrum
of VNa(t) for neurone V-19, and the fit by the corresponding Lorentzian. D voltage is
unmodified by applied AC MF and again solving of R+D equation under MF with Ics term
is not needed.

Fig. 28. Frequency Fourier spectrum of R+H impulse tram. Experiment (■) and Lorentzian,
L(f), model fit L(f) (full line).

Fig. 29. Ibidem Fig. 27 for the depolarisation (D) process; lines: thick, model fit; thin,
phenomenological sigmoid.
Overall our HHM model explains well the spontaneous time dependence of the bioelectric impulse and its frequency spectrum. Demonstration that AC MF produced voltage, $V_{Cs}$ variation is negligible is a mathematical problem of HHM differential equation resolution

Fig. 30. Frequency spectrum (■) for impulse depolarization of neurone V-19. Line is the Lorentzian fit, $L(f)$.

as mentioned before. The main predicted effect of $I_{Ca}(B_{eff}, t)$ is upon the neurone bioelectric frequency, as we have previously shown that it occurs experimentally. Therefore we should say that the MF (either static, AC of ELF and ELF modulated MW) effect is quite subtle upon neuron bioelectric activity.

3.4 Magnetic field frequency dependence of biolectric activity: frequency window effect.

The experiments initiated in 1975 by Adey and co. (Bawin et al., 1978) about the effects of ELF MF upon neural tissue are a breakthrough in the understanding of how AC ELF MF interacts with this tissue, apart from its negligible Joule heating. They prepared newborn chicken brain slices and embedded them in a physiological $\text{HCO}_3^-$ water solution doped with radioactive $^{45}\text{Ca}^2+$ as marker. The tissue was then irradiated with a radiofrequency (RF) field of 147 MHz, amplitude modulated by an ELF MF (of amplitude 25 - 30 nT) in the interval 0.5 - 35 Hz, observing an increase of $^{45}\text{Ca}^2+$ efflux from the tissue. The experiments demonstrated two things: i) the RF (147 MHz) electromagnetic field (EMF) does not produce a measurable efflux increase; ii) a calcium efflux increase was observed for the tissue irradiated with the modulated wave, but only within an interval of about 5-25 Hz, so called frequency window effect (FWE) (see Fig.31). We have also found a FWE in $\text{Helix aspersa}$ brain, irradiated with microwaves of 9.6 GHz amplitude modulated between 2-100 Hz, as already
briefly described in § 2.3.1.2. Since Ca\(^{2+}\) electrochemical gradient, \(E_{Ca}\) displaces these ions to the cell interior, the observed efflux was interpreted as Ca\(^{2+}\) liberation from the external membrane surface. FWE was afterwards found in many other kinds of cells and experimental conditions, in particular for the bioelectric frequency, \(f\) dependence with the applied ELF MF frequency, \(f_M\) in Helix aspersa single neurons (Pérez-Bruzón et al., 2004). Our new observation is that the calcium efflux closely follows a Lorentzian curve, written now in the normalized form,

\[
\phi(\omega_M) = \frac{\phi(\omega_0)(\Delta\omega/2)^2}{[(\omega_M - \omega_0)^2 + (\Delta\omega/2)^2]},
\]

where \(\omega_0\) is the frequency at the maximum efflux \(\phi(\omega_0)\). Effectively, in Fig.31 the continuous line is the fit by (9) to the experimental calcium efflux (● points), and where \(f_0 = \omega_0/2\pi \approx 14\) Hz and \(\Delta f = \Delta\omega/2\pi = 14.8\) Hz.

The quantitative explanation of such a FWE, although profusely mentioned and discussed since then (Azanza and del Moral, 1994), remained unknown. Although those workers considered that the electric field of the ELF EMF was the responsible for the effect, it seems now clear that it is the magnetic field the responsible one (Pérez-Bruzón et al., 2004). This conclusion also stems from our experiments performed upon single neurons of Helix aspersa, submitted to an AC MF, of amplitude \(B_0 = 0.1\mu\text{T}\) mT in the range of 0.1-100 Hz, as above mentioned.

The Lorentzian frequency, \(f_M\) dependence either of the calcium efflux to the extra-cellular fluid from chicken neurons, \(\phi(\omega_0)\) or the bioelectric frequency dependence \(f(f_M)\) in Helix aspersa neurons suggest a common origin for the time dependence of the mechanism involved in the Ca\(^{2+}\) ions detaching from their binding sites and their final sequestration or capture. This dependence merely is that the amount of Ca\(^{2+}\) ions either freed to the external or to the cytosol sides from the membrane must vary in the form
for an applied ELF MF starting at \( t = 0 \). This is so because the Fourier transform of a Lorentzian function is an exponentially time decaying function (i.e. a relaxation mechanism), with relaxation time \( \tau_{ca} = 2 / \Delta f \), as we have shown in §§ 1.3 (theory) and 2.3.1.2 (experiment). This is our main point in favour of a resonance effect for the FWE. The time \( \tau_{ca} \) is the one required for performing the process of Ca\(^{2+}\) liberation from its membrane binders, mainly Ca\(^{2+}\) diffusion within the external or cytosol fluids and final Ca\(^{2+}\) sequestration either by a protein channel (or by other cytosolic structures) or incoming to the radioactivity counter for the externally freed \(^{45}\)Ca\(^{2+}\) ions. In their diffusion the Ca\(^{2+}\) ions traverse an Einstein RMS distance \( \sqrt{\langle \ell^2 \rangle} \approx D \tau_{ca} \), the one for a random walk, where \( D \) is the diffusion coefficient of the ion in the fluid (see e.g. Nelson, 2004). Therefore we come up with \( N(t) \) obeying a dynamic equation of relaxation \( dN/dt = -N/\tau_{ca} \), as we would expect for a two states system (freed Ca\(^{2+}\) and bonded Ca\(^{2+}\) to its sites) in stationary equilibrium, with Ca\(^{2+}\) decay between the two states. For the Ca\(^{2+}\) ions freed to the extra-cellular fluid they will end up fully thermalized and dissolved in it, increasing its concentration (see e.g. Nelson, 2004). Therefore we come up with \( N(t) \) obeying a dynamic equation of relaxation \( dN/dt = -N/\tau_{ca} \), as we would expect for a two states system (freed Ca\(^{2+}\) and bonded Ca\(^{2+}\) to its sites) in stationary equilibrium, with Ca\(^{2+}\) decay between the two states. For the Ca\(^{2+}\) ions freed to the extra-cellular fluid they will end up fully thermalized and dissolved in it, increasing its concentration and which means that our SD-CE and Ca\(^{2+}\) kinetics model gives a physical and quantitative explanation to the Adey & Bawin’s FWE observation (Bawin et al., 1978). According to our observer Lorentzian function \( L(\omega_M) \), which represents either the efflux \( \phi(\omega_M) \) or the bioelectric frequency \( \omega(\omega_M) \) dependences, around the neurone spontaneous frequency, \( \omega_0 \), (or around the frequency for the maximum in the Fourier spectrum of the firing spikes wave) i.e.

\[
N(t) = \int_{-\infty}^{+\infty} L(\omega_M) \omega(B_{eff} = 0) \exp\left(-\alpha B_{eff}^2\right) \exp\left(-i(\omega_M - \omega_0) t\right) d\omega_M =
\]

\[
\omega(B_{eff} = 0) \exp\left(-\alpha B_{eff}^2\right) \int_{-\infty}^{+\infty} \left(2[(\Delta \omega/2)/(\omega_M - \omega_0)]^2 + (\Delta \omega/2)^2\right) \exp\left(-i(\omega_M - \omega_0) t\right) d\omega_M = \omega(B_{eff} = 0) \exp\left(-\alpha B_{eff}^2\right) \exp(-i/\tau_{ca})
\]

If we now call \( N(0) = \omega(B_{eff} = 0) \exp(-\alpha B_{eff}^2) \) to the initially (at \( t = 0 \)) detached Ca\(^{2+}\) ion number within a Gaussian burst, we end up with the Ca\(^{2+}\) relaxation (10) (note, in (12) \( \omega(B_{eff} = 0) \) is dimensionless). Since \( \tau_{ca} \) is related to \( \Delta \omega/2 \), which is experimentally accessible from the \( L(\omega_M) \) spectra, we can determine that time from experiment.

The central frequency \( \omega_0 \) in (12) is assumed to be the spontaneous average bioelectric frequency, so that we obtain a resonance or maximum of calcium efflux when \( \omega_M = \omega_0 \). This resonance mechanism should not be confused with the unspecific stochastic resonance model one. This model is based also on a two-states system, but assuming a critical noise
which is modulated by the AC driving agent and reaches a threshold value (see e.g. Wellens et al., 2004). A difficulty with this model is that the physical mechanism involved in the weak AC agent interaction with the system is neither specified nor quantified. Therefore it becomes of questionable application to the distribution of spontaneous bioelectric frequencies, \( D(\omega_0) \) (Fourier spectrum) for the biological system (membrane), also Lorentzian (setting \( \omega_M = 0 \) in (9) and (12)). In fact, and beyond the spontaneous impulse Fourier transform, such a distribution has been directly inferred from our experiments with *Helix aspersa* brain neurons, in the form of repetitive narrow bursts of higher frequency (Fig. 32), localized in time when \( f_M \) is increased, and superposed to the main \( f(f_M) \) Lorentzian decrease below \( f_0 \) (Pérez-Bruzón, 2006).

Fig. 32. Neuron D-5 spontaneous bursts of variable \( f \), superposed to the main spike firing train.

In Fig.31 we effectively showed the excellent fit by (9) of the calcium efflux increase vs. \( f_M \) and which means that our SD-CE and Ca\(^{2+}\) kinetics model gives a physical and quantitative explanation to the Adey & Bawin’s FWE observation (Bawin et al., 1978). According to our assumption chicken cerebral neurons average bioelectric frequency should be \( f_0 \approx 14 \) impulses/s, to some extent comparable with the mollusc neurons with \( f_0 \approx 0.1-8.0 \) impulses/s. Similarly in Fig 33 we present the bioelectric frequency \( f \) vs. \( f_M \) variation for

*Helix aspersa* brain mapped neurons F1 and V14, under AC MF of \( B_0 = 1 \) mT. The fit of \( f(f_M) \) by \( L(\omega_M) \) is also rather good. Therefore in our ELF amplitude modulated MW experiments \( \omega_0 \) is the frequency corresponding to the maximum of the impulse train Fourier spectrum.
(see Figs. 15b and 18b). Then the modulated MW experiments have the ability of picking up the impulse voltage structure, whereas AC-MF ELF experiments apparently only pick up the firing repetition frequency, \( f \), which just decreases with increasing, \( f_M \), although also with Lorentzian shape. The reason for those different behaviours is currently unknown.

Now, as above mentioned, the bioelectric activity is commanded by the AC MF Ca^{2+} ions internally detached towards the cytosol, which join the K^{+}-protein channels and open them, giving rise to the bioelectric impulse of K^{+} ions sorting out. Therefore this mechanism should also be operative in the chicken brain bioelectric activity, and therefore both experiments reveal the Ca^{2+} simultaneous detaching from both surfaces of the membrane.

Bioelectric phenomena where both membrane sides are involved are known to be important in biological systems because they couple external membrane interactions with cytoplasm, our case through Ca^{2+} Coulomb explosion. Besides the determined Ca^{2+} relaxation times, \( \tau_{Ca} \) are 135 ms (chicken brain) and between 93-365 ms for the studied neurons of Helix aspersa. An ab-initio calculation of the Ca^{2+} relaxation time, \( \tau_{Ca} \) is difficult, if we consider the mentioned above kinetics involved. In fact a first principles calculation of the K^{+} and Na^{+} relaxation times in HH equations is still an open problem, relaxation times left as adjustable parameters as we assumed in § 2.3.1.2. However for \( \tau_{Ca} \) if we estimate the mean diffusion length of Ca^{2+} in water, taking \( D \approx 10^{-9} \text{m}^2\text{s}^{-1} \), the typical diffusion coefficient for small molecules in water (see e.g. Nelson, 2004), we obtain \( \sqrt{\langle \nu^2 \rangle} \approx 30-60 \mu\text{m} \), which are reasonable values for the studied neurons of average diameter \( d \approx 100 \mu\text{m} \) (Kerkut et al., 1975; Azanza et al., 2002). This agreement is a good crosschecking of our model.

A final check of the SD-CE model suitability is the obtaining of the cluster PP numbers, \( N_p \) in Helix aspersa neurons. This was done in § 3.2 from our applied SMF experiments (Fig. 34). This can be done also by determining the parameter \( \alpha \) from the slopes of the above linearized \( f(B) \) mentioned plots (§ 3.2) from time synchronized neurone pairs under \( f_M = 50 \text{ Hz} \) MF field (Azanza et al., 2002; Azanza et al., 2005) (also from the SMF experiments of Fig. 24). In Fig. 34 are shown such a plots for the pair V13-V23 of the visceral ganglion. Taking \( \chi_\alpha \equiv -0.56 \times 10^{-7} \), determined in erythrocyte membranes by combined SQUID

![Fig. 34.- Plots of the bioelectric frequency, \( f \) vs. \( B_{eff}^2 \) (\( f_M = 50 \text{ Hz} \)) for Helix aspersa neurone pair V23-V13 (mapped by Kerkut et al., 1975), showing synchronization under MF. From the line slopes is determined the \( \alpha \) parameter. Notice the \( f \) coincidence for \( B_0 \approx 2 \text{ mT} \).](image-url)
magnetometry ($\Delta \chi$) and electrophysiological experiments as mentioned before (del Moral and Azanza 1992; Azanza et al., 1993), $V \approx 5 \times 10^{-28}$ m$^3$, $T \approx 293K$ and $\alpha$ values, obtained from the slopes, we respectively obtain $N_c \approx 4$ and $1 \times 10^9$ PP in a membrane cluster. Considering that the numbers of PP in such a membranes, of average diameters 120 and 103 $\mu$m respectively, are $N_{pp} \approx 2$ and $1.5 \times 10^{11}$ (Azanza et al., 2002; Azanza et al., 2005), that numbers throw about $c = N_c/N_{pp} \approx 42$ and 16 correlated neurons respectively, firing in synchronized way with the probe ones, i.e. forming “giant” PP clusters of linear extension $\approx 300 \mu$m (the visceral ganglion has a diameter of about 600 $\mu$m and *Helix* brain has $\approx 2 \times 10^4$ neurons) (Kerkut et al., 1975). Therefore neurones form correlated small networks under ELF weak MF, a noticeable effect. The synchronizing mechanism beyond a single neuron is mediated by the glia tissue connecting proteins, which connect in between the phospholipids membranes of two adjacent neurons via a “domino effect” of rotating PP. Observation of the existence of such connections in *Helix* brain ganglia using immunocytochemistry techniques has been actually realized (Azanza et al., 2007).

### 3.5 The demodulating neurone membrane.

A main issue is indeed to provide for an explanation of why the neurone only senses the low frequencies, $f_M$ when an amplitude modulated magnetic field, $B(t)$ of MW high frequency (carrier, $f_c$) is applied, in the form,

$$B(t) = B_c[1 + m \cos \omega_m t] \cos \omega_c t = B_c[1 + G(t)] \cos \omega_c t$$  \hspace{1cm} (13)

were $m = B_m/B_c$ is the modulation ratio, $G(t) = m \cos \omega_m t$, $B^{(m)} = B_0^{(m)} \cos \omega_m t$ is the ELF modulating MF and $B_c$ the MW carrier MF amplitude. Our proposed model is based again on the Ca$^{2+}$ detaching magnetic torque, quadratic (non-linear) in $B$, and Ca$^{2+}$ diffusion within the cytosol, mainly the latter. As it is well known any demodulation process, i.e. elimination of the carrier wave, passes through the existence of some non-linear characteristic of the demodulating device. Those processes operate in fact as a detection or demodulating “device”, although rather unusual and peculiar, as follows.

The diamagnetic energy of a PP cluster under modulated field $B(t)$ is given by

$$E_M = -\left\{VN_{c,eff}^2/2\mu_0 \right\}B(t)^2 \left[ \chi_{eff} + \Delta \chi \cos^2 \theta(t) \right]$$  \hspace{1cm} (14)

where $N_{c,eff}$ is the Ca$^{2+}$ detaching effective number of PP in a cluster, as explained in § 3.2.

Therefore the magnetic torque upon a PP cluster (in fact upon the applied field induced magnetic moment) becomes

$$\Gamma_M = -(\partial E_M/\partial \theta) = \Gamma_0 \sin 2\theta \sin 2B(t)^2$$,

where $\Gamma_0 \equiv V\Delta \chi N_{c,eff}^2/2\mu_0$ and

$$B(t)^2 = (B_{rms,c}^2)[1 + 2G(\omega_m t) + G^2(\omega_m t)][1 + \cos(2\omega_c t)]$$  \hspace{1cm} (15)

Therefore the acting magnetic torque, $\Gamma_M$ has two components: i) The carrier frequency, $f_c$ (modulated) torque:

$$\Gamma_c = F(1 + 2G + G^2)B_{rms,c}^2 \cos 2\omega_c t$$  \hspace{1cm} (16)
purporting the high frequencies $2\omega_c$, $2\omega_c \pm \omega_m$, $2\omega_c \pm 2\omega_m$ and where $\omega_m/\omega_c \approx 10^{-8}$ and $F = \Gamma_0 \sin \theta$. ii) The modulating frequency, $f_M$ field torque

$$\Gamma_m = F B_{\text{rms,c}}^2 \left[ 4G(\omega_m t) + G^2(\omega_m t) \right],$$

(17)

with ELF $\omega_m = 2\pi/f_m$. Now the angle $\theta(t)$ between the PP axis and MF $B$ has a complicated motion equation to solve, mainly because of the complex time dependent Ca$^{2+}$/Ca$^{2+}$ Coulomb repulsion torque $\Gamma_{\text{rep}}(\theta)$. The motion equation is

$$I_{\text{PP}} \ddot{\theta}(t) + \beta \dot{\theta}(t) + \kappa \theta = \Gamma_M(\theta) + \Gamma_{\text{rep}}(\theta)$$

(18)

where $I_{\text{PP}}$ is the PP inertia moment, $\beta$ the PP rotation damping coefficient (mainly due to membrane viscosity) and $\kappa$ the restoring parameter representing the Coulomb Ca$^{2+}$/Ca$^{2+}$ repulsion, although the PP rotate as a cooperative cluster due to superdiamagnetism.

We will assume no PP acceleration, weak viscosity in the PP membrane and weak Coulomb repulsion (except at the short distance of the Coulomb explosion), and then we may assume that PP follows the applied field and then $\theta(t) \approx \omega_{\text{field}} t$. Therefore the effective torque finally becomes of the form

$$\Gamma_M = [\Gamma_c(t) + 4G_0 B_{\text{rms}}^{(m)} B_{\text{rms}}^{(c)} \cos \omega_m t + \Gamma_0 B_{\text{rms}}^{(m)} \cos^2 \omega_m t \sin 2\theta(t)].$$

(19)

Now the main model assumption is that when period of the carrier torque, $T_c \approx 75$ps is much smaller that the Ca$^{2+}$ relaxation (diffusion) time, $\tau_{\text{Ca}}$ (100-400 msec) towards the K$^+$ channel (or other cytosolic sites), the detached Ca$^{2+}$ ion is recaptured and it is ineffective: so carrier torque becomes rectified. However there can be effective detaching with the modulating field, since its period, $T_m$ and $\tau_{\text{Ca}}$ are comparable, i.e. $\tau_{\text{Ca}} \approx 100 - 350$ms against $T_m \approx 1$ s - 100 ms or $T_m/2$.

Therefore the only effective torque for an effect of ELF MWmodulated MF on a PP membrane is:

$$\Gamma_{\text{eff}}^{(M)} = \left( \Delta \chi N_{\text{eff}}^c/\mu_0 \right) \left[ \frac{2}{m} B_{\text{rms}}^{(m)} \cos^2 \omega_m t \cdot \sin \omega_m t + B_{\text{rms}}^{(m)} \cos^3 \omega_m t \cdot \sin \omega_m t \right].$$

(20)

A schematic picture of the two magnetic torque components in (20) is shown in Fig.35, where only in the non-hatched time intervals in each $T_m$ period, Ca$^{2+}$ detaching occurs because of the favourable PP Ca$^{2+}$ charged heads positions (see sketched drawings). Therefore (20) expresses that the only MF being “effectively” acting upon the neuron (membrane) is the ELF modulating one, the magnetic torque acting upon the PP membrane plus Ca$^{2+}$ diffusion and sequestration being both the demodulating cell membrane “device”.

Our current model does not include thermal effects in the demodulation process since Peierls energy barrier between the two Ca$^{2+}$ states has been omitted on a first approximation. Summarizing we propose that the combined action of the non-linear in field, $B$ magnetic torque upon the PPs, which liberate Ca$^{2+}$ from the inner membrane surface plus the slow diffusion of Ca$^{2+}$ towards the K$^+$ channels in order to open them, constitute the demodulation mechanisms in membranes in order to the membrane sensing only the ELF modulating signal.
Fig. 35. The two components of the rectified effective torque acting upon a phospholipid cluster. Ca$^{2+}$ detaching only occurs for the $T_m=1/f_m$ period times interval shown. For the grey marked times detaching does not occur. Also shown is the Ca$^{2+}$ diffusion current, given by (11).

4. Conclusions

In this chapter we have shown that the main effect of low strength MF (static, alternating of ELF and ELF MF modulated MW) upon neural tissue is the modification of the neuron bioelectric activity frequency, either reducing or increasing it depending on the neuron nature. The general underlying mechanism is the Ca$^{2+}$ ion liberation from the cytosolic membrane through a mechanism which involves the phospholipid (PP) field induced diamagnetism, the cooperative PP action superdiamagnetism, the Ca$^{2+}$ ion Coulomb explosion from their membrane stores, either increasing the cytosol charge (bioelectric frequency excitation) or reducing the firing frequency (inhibition process) through the Ca$^{2+}$ opening of K$^+$ channels. This has been proved by comparing our electrophysiological experiments with our purposely made biophysical model, which explains in a fully quantitative way the performed experiments. A model is also presented which shows how the neuron membrane acts as a demodulating system for the ELF amplitude modulated applied MW and that also underlines the superdiamagnetic effect, the Ca$^{2+}$ liberation and the non-linear dependence with the MF strength, B of the upon PP’s exerted magnetic torque. Demodulation of ELF modulated MW in neurons becomes in this way a rather subtle mechanism, manifested in the form of the observed frequency resonances (no of “spring kind”) of membrane with the applied ELF MF modulating the MW carrier. Neuron membranes more than acting as amplifying structures for the
electromagnetic wave interaction behaves as cooperative diamagnetic structures in their interaction with either static or dynamic low frequency magnetic fields.
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1. Introduction

Millimetre wave terrestrial wireless communication systems are becoming an increasingly important part of the telecommunication infrastructure. They offer a higher transmission capacity thanks to a higher available bandwidth when compared to systems operating in lower frequency bands. Moreover, the frequency spectrum is heavily occupied at lower frequencies by a great number of competing services. Therefore the radio communication systems operating at frequencies higher than 30 GHz will be utilized more frequently in the future.

The performance of all radio systems in general is related to the propagation of electromagnetic waves between the transmitter and receiver. The propagation of millimetre electromagnetic waves through the medium of the lower troposphere is influenced by weather conditions. Rain attenuation belongs among the most important adverse propagation effects impairing the performance of fixed terrestrial wireless systems operating in millimetre wave frequency bands. The study of the rain attenuation phenomenon is therefore indispensable for their efficient planning and utilization.

Rain attenuation characteristics on millimetre wave radio systems are the subject of current experimental research (ITU-R, 2008). In this chapter, the availability objectives for fixed wireless links are briefly discussed, rain attenuation characteristics are defined and the geographical dependence of rain attenuation is demonstrated. Then the specific results obtained from rain attenuation measurements in several mm wave bands are presented. Frequency, polarisation and path length scaling of rain attenuation statistics in mm wave bands are analysed.

2. Availability Objectives for Fixed Wireless Links

Terrestrial fixed wireless links form a part of the global telecommunication network. In order to achieve the reasonable availability and stability of network connections, the basic performance criteria defined for these links has to be required. The availability performance of a particular fixed wireless link is defined roughly as the fraction of time in which data transmission through the link is fully operating. The availability of the link can be limited by both a device malfunction and by propagation effects. Rain attenuation is generally
considered to be the most important effect impairing the millimetre wave links. When the received signal is attenuated due to the scattering and absorption of electromagnetic waves on the rain drops and the attenuation value exceeds the link power margin (also called the fade margin), the link transmission is interrupted. It follows that the availability performance of the particular mm wave link depends on the rain attenuation statistics and the power margin of the link.

2.1 Overview of ITU recommendations on the availability of fixed wireless links

The International Telecommunication Union, Radiocommunication Sector (ITU-R) recommends the quality and availability objectives applicable for fixed wireless links within a telecommunication network (Rec. ITU-R F.1703, 2008). These objectives should be met on the links used in a 27 500 km hypothetical reference path (HRP). An HRP is a model of the path between the two end terminals of the network. The HRP is divided into 2 parts - international and national portions with different quality/availability criteria. The national portion is further subdivided into long haul, short haul and access portions, again with different quality/availability objectives. The most stringent criteria are applicable for links used in the international portion of the HRP, the least stringent criteria are applicable in the access portion of the HRP. The availability performance objectives defined by ITU-R (Rec. ITU-R F.1703, 2008) are expressed by means of two parameters - the availability ratio $AR$ and the mean time between outages $Mo$.

The availability ratio $AR$ is the proportion of time that a path is in an available state during an observation period. The $AR$ is calculated by dividing the total available time during the observation period by the duration of the observation period - usually one year. In order to distinguish available and unavailable time, the following rules are applied. A period of unavailable time begins at the outset of 10 consecutive Severely Errored Second (SES) events. These 10 seconds are considered to be part of the unavailable time. A new period of available time begins at the onset of 10 consecutive non-SES events. These 10 seconds are considered to be part of the available time. A Severely Errored Second (SES) is a one-second period which contains ≥30% Errored Blocks or at least one defect. An Errored Block (EB) is a block of bits in which one or more bits are in error. Examples of defects are loss of signal, alarm indication signal, loss of frame alignment (Rec. ITU-T G.826, 2002).

Without going further into the details described in (Rec. ITU-R F.1703, 2008), two examples will be provided of availability objectives calculated for a 30 km long link that can be formed by several radio hops connected in series. For such a link that is part of the international section, the $AR$ should reach at least 99.985% (an unavailability of 78 min/year, i.e. 0.015%). For a link that is part the access section, the $AR$ should equal or exceed 99.95% (an unavailability of 263 min/year, i.e. 0.05%). The further subdivision of availability objectives into the individual radio hops of the link is not specified and is under the network operator’s responsibility. A conservative assumption that unavailability events on different radio hops are not correlated is often adopted. Then the unavailability time of the whole link is the sum of the unavailable times of its individual radio hops. It follows that more stringent $AR$ values than those presented in the above example should be required on these hops.

The mean time between outages $Mo$ and its reciprocal value – the outage intensity $OI$ are parameters expressing a relatively new concept within ITU-R availability recommendations. They define how many unavailability events are tolerable on the link during the one-year
period. The idea is that a great number of short outages on the link are not desirable despite
the fact that $AR$ of the link meets the required objectives. Unfortunately, there is not enough
knowledge at the moment that would provide an estimation of these parameters on a
worldwide basis. The practical usefulness of these parameters still remains to be seen.
One should note that historically, ITU-T and ITU-R quality/availability objectives were
developed under the assumption of a single protected connection between two end
terminals that is established within a public switched telephone network (PSTN). This
assumption is not valid in IP packet based networks however. Link operators may therefore
require their own quality/availability objectives for links used in such networks. In practice,
it seems that the similar or the same objectives as in ITU-R are often used because of lack of
more relevant knowledge.

2.2 Fixed wireless link power budget

Once the availability objectives are specified for the designed radio path, the link parameters
have to be considered in order to meet these objectives. Propagation related bit errors that
occur on millimetre wave links are caused dominantly by poor detection when the received
signal power falls under the receiver threshold due to the attenuation of incoming
electromagnetic waves. This is why the link power budget has to be determined above all.
The nominal power available at the input of the receiver can be obtained from the following
formula:

$$ P_r = P_t - L_t + G_t - FSL + G_r - L_r $$

(1)

where $P_t$ (dBm) is the power at the output of the transmitter, $P_r$ (dBm) is the power at the
input of the receiver, $G_t$ and $G_r$ (dB) are transmitting and receiving antenna gains, $L_t$ and $L_r$
(dB) are additional losses (branching, feeder,…) in the transmitter and receiver and $FSL$ (dB)
is the free space loss which is dependent on the path length $d$ (m) and wavelength $\lambda$ (m):

$$ FSL = 20 \log(4\pi d/\lambda). $$

(2)

Normally, the nominal received power $P_r$ is much higher than the receiver threshold $P_{th}$
(dBm) which is an important parameter of the receiver that depends on the modulation
format and on the receiver noise figure. $P_{th}$ is usually defined as the power at the input of
the receiver that will result in a certain threshold value of bit error ratio BER, typically $10^{-6}$
or $10^{-3}$. It follows that the fade margin $F$ (dB):

$$ F = P_r - P_{th} $$

(3)

determines the maximum attenuation of the received signal that maintains a BER lower than
this threshold. Given the required maximum of unavailability time percentage $p$ (%)
according to the objectives described in the previous section, rain attenuation $A_p$ (dB)
exceeded $p$ % of time is derived from rain attenuation statistics. In order to meet the
availability performance objectives, link parameters (antenna gain, link length …) have to be
adjusted so that the following condition for the fade margin is satisfied:

$$ F \geq A_p $$

(4)
3. Rain Attenuation

Rain that occurred along the terrestrial path causes the rain attenuation as a result of the absorption and scattering of electromagnetic waves by rain particles. The rain attenuation depends on the frequency and polarisation, the temperature, on the size distribution of raindrops, and on their fall velocity. In the mm frequency bands, i.e. for frequencies above 10 GHz, the reason of the rain attenuation is both the absorption and scattering of electromagnetic waves by rain particles. The frequency dependence of the specific rain attenuation can be obtained from (Rec. ITU-R P.838, 2008).

3.1 Rain characteristics

Rainfall intensity along the terrestrial path is inhomogeneous in space and time. The raindrops have a non-spherical shape and therefore the attenuation of the horizontally polarized waves is greater than the attenuation of the vertically polarized waves. Rainfall intensity can be measured by different types of rain gauges located at the surface of the Earth. The cumulative distributions (CDs) of the average 1-minute rain intensities are needed for the calculations of the CDs of attenuation due to rain by different methods.

3.2 Rain attenuation models

Various methods were developed for calculations of CDs of attenuation due to rain from rain intensity measurements (COST 235, 1996; ITU-R, 2008). The ITU-R recommendation (Rec. ITU-R P. 530-12, 2008)) uses an effective path length to consider the time-space variability of rain intensity along the terrestrial path. Rain attenuation exceeded at 0.01% of the time of year is calculated from the average 1-minute rain intensity exceeded at the same time percentage. The obtained value is scaled by the empirical formula to other percentages of time between 1% and 0.001%.

3.3 Monthly and yearly statistics

The obtained CDs of both the rain intensities and the rain attenuation should be the “long-term average annual”, i.e. the measurements should be taken for several years (at least 3 years) to take into account the effects of both the month-to-month and year-to-year variability of rain intensities. The obtained long-term CDs of attenuation due to rain for the average year can be used for the assessment of availability performance parameters of the mm terrestrial fixed wireless link (Rec. ITU-T G.827, 2003). The obtained long-term CDs of attenuation due to rain for the average annual worst month can be used for the assessment of error performance parameters of the mm terrestrial fixed wireless link (Rec. ITU-T G.828, 2000). The “worst month” concept is described in (Rec. ITU-R P.581-2, 2008).

4. Geographical Dependence of Rain Attenuation

Rain attenuation statistics depend on local climatic conditions. Typical values of rain intensity (and to some extent also drop size distributions) vary significantly worldwide. In this section, ITU-R methods and datasets are used to give an overview of the geographical dependence of the rain attenuation of millimetre waves.
4.1 ITU-R world map of rain intensity statistics
Rain intensity $R$ (mm/hour) is the most important quantity determining rain attenuation. ITU-R provides a global dataset of rain intensity statistics derived from local measurements as well as from global satellite observations of liquid water precipitation in the atmosphere. Figure 1 shows a world map of rain intensity exceeded 0.01% of time (about 53 minutes in a year).

The maximum value of the rain intensity 0.01% percentile reaches more than 130 mm/hour in tropical regions. In Europe, for example, the value is lower than 40 mm/hour over most of the continent. The observed peak values of rain intensity are even significantly higher.

4.2 ITU-R world map of rain attenuation statistics
Rain intensity increases with the concentration of raindrops within the propagation path. The higher number of scatterers – raindrops, the higher attenuation of the electromagnetic wave, thus rain attenuation generally increases with increasing rain intensity. The frequency dependence of specific attenuation for different rain intensities is depicted in Figure 2. The ITU-R model (Rec. ITU-R P.838-3, 2008) was used which is of the form:

$$\gamma = kR^a$$  \hspace{1cm} (5)

where specific attenuation $\gamma$ (dB/km) is related to rain intensity $R$ (mm/hour) and frequency-dependent coefficients $k$ and $a$. It is seen that in millimetre wave bands attenuation slightly increases with frequency up to about 100 GHz depending on rain intensity.
ITU-R recommends the estimation procedure of rain attenuation statistics (Rec. ITU-R P.530-12, 2008) which has been validated against attenuation data obtained on the terrestrial links with operating frequencies of up to 40 GHz. The method makes certain that the estimated 0.01% percentile of specific rain attenuation $A_{0.01}$ is proportional to the value of specific attenuation $\gamma$ calculated by equation (5) with $R=R_{0.01}(1)$ where $R_{0.01}$ is the 0.01% percentile of the average 1-minute rain intensity cumulative distribution observed in the planned link location. The coefficients in (5) are currently available for frequencies of up to 1000 GHz (Rec. ITU-R P.838-3, 2008) and therefore one can estimate $A_{0.01}$ in millimetre wave bands. In Figure 3, a world map of estimated rain attenuation exceeded 0.01% of time on a 1 km long path with a frequency of 38 GHz is presented. It can be seen that in most of Europe, for example, $A_{0.01}$ exceeds the value of 5 dB/km. In Figures 4 and 5, world maps of estimated rain attenuation exceeded 0.01% of time on a 1 km long path with a frequency of 58 GHz and 93 GHz respectively are presented. At these frequencies, $A_{0.01}$ exceeds the value of 10 dB/km in most of Europe.

Fig. 2. Frequency dependence of specific rain attenuation for several values of rain intensity $R$ (mm/hour)

Fig. 3. Worldwide rain attenuation 0.01% percentile distribution, frequency 38 GHz, path length 1 km
Rain Attenuation on Terrestrial Wireless Links in the mm Frequency Bands

Fig. 2. Frequency dependence of specific rain attenuation for several values of rain intensity $R$ (mm/hour)

ITU-R recommends the estimation procedure of rain attenuation statistics (Rec. ITU-R P.530-12, 2008) which has been validated against attenuation data obtained on the terrestrial links with operating frequencies of up to 40 GHz. The method makes certain that the estimated $0.01\%$ percentile of specific rain attenuation $A$ is proportional to the value of specific attenuation $\gamma$ calculated by equation (5) with $R=R_{0.01}$ (1)

where $R_{0.01}$ is the $0.01\%$ percentile of the average 1-minute rain intensity cumulative distribution observed in the planned link location. The coefficients in (5) are currently available for frequencies of up to 1000 GHz (Rec. ITU-R P.838-3, 2008) and therefore one can estimate $A$ in millimetre wave bands.

In Figure 3, a world map of estimated rain attenuation exceeded $0.01\%$ of time on a 1 km long path with a frequency of 38 GHz is presented. It can be seen that in most of Europe, for example, $A$ exceeds the value of 5 dB/km. In Figures 4 and 5, world maps of estimated rain attenuation exceeded $0.01\%$ of time on a 1 km long path with a frequency of 58 GHz and 93 GHz respectively are presented. At these frequencies, $A$ exceeds the value of 10 dB/km in most of Europe.

4.3 Why local experimental measurements of rain attenuation statistics?
The global prediction methods of rain attenuation statistics provided by (ITU-R Rec. ITU-R P.530-12, 2008) are very useful when no sufficiently accurate local data is available especially for frequencies lower than 40 GHz. In millimetre wave bands for frequencies higher than 40 GHz, the ITU-R method still can serve well as a reliable approximation. However potential users should be aware of its inherent limited accuracy. The estimation method formulas were derived using a global fitting approach which tends to average out the errors over the world. The spatial resolution of the rain intensity dataset provided by ITU-R is 1.5 degrees in both the latitude and the longitude, which is not sufficient for the description of specific areas with extreme rain characteristics. This is a reason why it is also recommended by ITU-R to use locally-measured statistics of both rain intensities and rain attenuation whenever they are available.
5. Experimental Set-up

The used 38 GHz, 58 GHz, and 93 GHz radio systems, the meteorological measurements and the data processing are described in this section.

5.1 Terrestrial wireless systems used

Attenuation events caused by hydrometeors (rain, snow, hailstones, fog) at 38 GHz, 58 GHz and 93 GHz are measured at the Czech Metrology Institute on three parallel paths – marked as A, B, and C. On path A, a microwave system operating at 38 319.75 MHz with V polarization is used. The path length is about 9.3 km, the transmitted power is 16 dBm, and the recording margin is about 34 dB. Two microwave systems working at 58 GHz and 93 GHz are used on the parallel paths B and C with the same path length of 853m. A microwave system operating on frequency 57 650 MHz with V polarization transmitting power of 5 dBm is used on path B. The recording margin is about 24 dB thanks to the special parabolic off-set antennas used. The other microwave system is operating on path C at 93 370 MHz with V polarization. The transmitted power is 17 dBm; the recording margin is about 38 dB.

5.2 Meteorological measurements

The meteorological conditions are identified both by means of colour video-camera images of the space between the transmitter and the receiver sites and of the data obtained from a weather observation system located near the receiver site. The system is equipped with VAISALA sensors for measuring the temperature, humidity and air pressure, the wind velocity and direction, and a tipping-bucket rain gauge for the measurement of rainfall intensities. The VAISALA PWD11 device is used for the measurement of visibility. The observed meteorological conditions are continuously recorded.

The rain intensities are measured by the dynamically calibrated heated tipping-bucket rain gauge with a collector area of 500 cm², and the amount of rain per tip was 0.1 mm. The time of the tips was recorded with an uncertainty of 1 second. The rain gauge is situated near the receivers of the radio systems used.

5.3 Data processing

The records of received signal levels obtained on the aforementioned paths were processed statistically over a one year period from May 2007 to April 2008. The records of attenuation events were compared with the concurrent meteorological situations to identify the reason of the attenuation events. Strictly concurrent rain attenuation events occurred on three paths and only rain events were processed. The CDs of rain attenuation at 38 GHz on the 9.3 km path, 58 GHz and 93 GHz on the 853m path were obtained.

Rain intensities were processed over the same one-year period. The CD of average 1-minute rain intensities was obtained.

6. Experimental Results

The obtained monthly and annual statistics of both rain intensities and rain attenuation and the assessed availability performances of experimental links are presented in this section.
6.1 Monthly and annual statistics of rain intensities
The obtained CDs of the average 1-minute rain intensities \( R(1) \) for the individual months and the whole year period are given in Fig. 6. The obtained average 1-minute rain intensity for 0.01% of the time of year \( R_{0.01}(1) \) is 49.5 mm/h. This rain intensity should be used for the calculation of CDs of attenuation due to rain only according to the relevant ITU-R Recommendations (Rec. ITU-R P.530-12, 2008; Rec. ITU-R P.838-3, 2008).

![Fig. 6. Monthly and yearly CDs of rain intensities](image)

This shows a great month-to-month variability of the rain intensity distribution. The highest measured average 1-minute rain intensity was about 170 mm/h which occurred in August 2007 which also forms the CD for the worst month in the region from 170 mm/h to 3 mm/h. The CD for the worst month for the rain intensities smaller than 3 mm/h forms the pertinent part of the CD for September.

6.2 Monthly and annual statistics of rain attenuation
The obtained monthly and yearly CDs of attenuation due to rain only at 38 319.75 MHz with V polarization on a path length of about 9.3 km are given in Fig. 7.

![Fig. 7. Monthly and yearly CDs of attenuation due to rain at 38 GHz](image)

A large month-to-month variability of the CDs of attenuation due to rain only caused by the large month-to-month variability of rain intensities can be observed. The CD of attenuation
due to rain only at the 38 GHz path for the worst month over the one-year period is formed for the attenuation between 34 dB and 6 dB by the pertinent part of the CD for August 2007 and for attenuation smaller than 6 dB by the pertinent part of the CD for September 2007. The obtained monthly and yearly CDs of attenuation due to rain only at 57 650 MHz with V polarization on a path length of 853 m are given in Fig. 8.

The large month-to-month variability of the CDs of attenuation due to rain only caused by the large month-to-month variability of rain intensities can be observed once again. The CD of attenuation due to rain only at the 58 GHz path for the worst month over the one-year period is formed as for the attenuation between 24 dB and 21 dB by the pertinent part of the CD for July 2007, for the attenuation between 21 dB and 3 dB by the pertinent part of the CD for August 2007 and for the attenuation smaller than 3 dB by the pertinent part of the CD for September 2007. The obtained CDs of attenuation due to rain only and the CDs of attenuation due to rain only calculated in accordance with the ITU-R Recommendation (ITU-R P.530-12, 2008) for the used frequencies and the used path lengths are shown in Fig. 10. The average 1-minute rain intensity for 0.01% of the time of year $R_{0.01}(1) = 49.5$ mm/h obtained from Fig. 6 was used for the calculation.

The values of the measured attenuation due to rain only at 38 GHz are smaller than the calculated ones up to about 7 dB. These differences can be caused by the year-to-year variability of the rain attenuation distributions due to the year-to-year variability of the rain intensity distribution. The measured CDs due to rain only at 58 GHz and 93 GHz are very close to each other. The measured CD of attenuation due to rain only at 58 GHz is slightly over the calculated one in the region of 0.008% - 1% of the time of year. The measured CD of attenuation due to rain only at 93 GHz corresponds very well with the calculated one in the same region. For the percentages of the time of year smaller than 0.01% both CDs at 58 GHz and 93 GHz are very close to each other and are above the calculated CDs (up to about 3 dB for the CD at 93 GHz). The further inaccuracy can be caused by the fact that the ITU-R Recommendation (Rec. ITU-R P.530-12, 2008) is only considered to be valid for frequencies up to 40 GHz and path lengths up to 60 km while the lower path length limit is not mentioned.

Fig. 8. Monthly and yearly CDs of attenuation due to rain at 58 GHz

The large month-to-month variability of the CDs of attenuation due to rain only caused by the large month-to-month variability of rain intensities can also be observed. The CD of attenuation due to rain only at the 93 GHz path for the worst month over the one-year period is formed as for the attenuation between 38 dB and 4 dB by the pertinent part of the

Fig. 9. Monthly and yearly CDs of attenuation due to rain at 93 GHz

The large month-to-month variability of CDs of attenuation due to rain only caused by the large month-to-month variability of rain intensities can also be observed. The CD of attenuation due to rain only at the 93 GHz path for the worst month over the one-year period is formed as for the attenuation between 38 dB and 4 dB by the pertinent part of the
CD for August 2007 and for the attenuation smaller than 4 dB by the pertinent part of the CD for September 2007.

The obtained CDs of attenuation due to rain only and the CDs of attenuation due to rain only calculated in accordance with the ITU-R Recommendation (ITU-R P.530-12, 2008) for the used frequencies and the used path lengths are shown in Fig. 10. The average 1-minute rain intensity for 0.01% of the time of year $R_{0.01}(1) = 49.5$ mm/h obtained from Fig. 6 was used for the calculation.

Fig. 10. Measured and calculated yearly CDs of attenuation due to rain only

The values of the measured attenuation due to rain only at 38 GHz are smaller than the calculated ones up to about 7 dB. These differences can be caused by the year-to-year variability of the rain attenuation distributions due to the year-to-year variability of the rain intensity distribution. The measured CDs due to rain only at 58 GHz and 93 GHz are very close to each other. The measured CD of attenuation due to rain only at 58 GHz is slightly over the calculated one in the region of 0.008% - 1% of the time of year. The measured CD of attenuation due to rain only at 93 GHz corresponds very well with the calculated one in the same region. For the percentages of the time of year smaller than 0.01% both CDs at 58 GHz and 93 GHz are very close to each other and are above the calculated CDs (up to about 3 dB for the CD at 93 GHz). The further inaccuracy can be caused by the fact that the ITU-R Recommendation (Rec. ITU-R P.530-12, 2008) is only considered to be valid for frequencies up to 40 GHz and path lengths up to 60 km while the lower path length limit is not mentioned.

### 6.3 Availability performances of experimental links

Availability performances of the three experimental links can be assessed from Fig. 10. The obtained availability performances for the three chosen fade margins of 10 dB, 15 dB, and 20 dB are given in Table 1.

<table>
<thead>
<tr>
<th>Fade margin</th>
<th>38 GHz link</th>
<th>58 GHz link</th>
<th>93 GHz link</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 dB</td>
<td>99.7720%</td>
<td>99.9757%</td>
<td>99.9692%</td>
</tr>
<tr>
<td>15 dB</td>
<td>99.8610%</td>
<td>99.9897%</td>
<td>99.9900%</td>
</tr>
<tr>
<td>20 dB</td>
<td>99.9041%</td>
<td>99.9942%</td>
<td>99.9936%</td>
</tr>
</tbody>
</table>

Table 1. Availability performances
It can be seen that the availability performances of both experimental links at 58 GHz and 93 GHz are fully comparable to each other up to fade margins of 20 dB. Due to the fact that the 58 GHz system has a fade margin of about 24 dB only, it is not possible to compare the availability performances of both links for the fade margin greater than 20 dB. The lower availability performance of the 38 GHz link follows from the greater path length in comparison with the 58 GHz and 93 GHz links.

7. Scaling

The obtained CDs of attenuation due to rain only obtained on terrestrial paths with the different path lengths and at other frequencies and polarisations in the same climate conditions can be scaled to the required path lengths, frequencies and polarisations.

7.1 ITU-R scaling of rain attenuation

The frequency scaling and the polarisation scaling of long-term statistics of rain attenuation only are described in (Rec. ITU-R P.530-12, 2008), the path length scaling is not mentioned there.

7.2 Frequency and path length scaling of rain attenuation

A transformation method based on the ITU-R Recommendation (Rec. ITU-R P.530-12, 2008) can be applied to compare the results obtained. The simplified method was successfully used in (Tikk & Bito, 2003). The CD of rain attenuation obtained on the chosen reference path can be transformed to the other two paths for the frequencies used. The used frequency and path length scaling of 1-year statistics of rain attenuation is based on the following equation (Kvicera et al, 2009):

\[
A_r = \frac{k_r L_r}{1 + L_r / d_0} \left( \frac{A (1 + L / d_0)}{k L 0.12 p (0.546 + 0.043 \log_{10} p)} \right) \frac{a_r}{a}
\]

(6)

where \(A_r\) is the attenuation on the reference path, \(A\) is the attenuation on the certain path, \(k\), and \(a\) are coefficients dependent on frequency (Rec. ITU-R P.838-3, 2008) for the reference path, \(k\) and \(a\) are the same coefficients for the certain path, \(L\) is the reference path length, \(L\) is the path length of the certain path, \(d_0\) is used for the calculation of the path reduction factor with \(R_{0.01\%} = 49.5\) mm/h, \(p\) is the percentage of time. Then the transformed CDs of rain attenuation on the reference path at 38 GHz, 58 GHz, and 93 GHz can be mutually compared and moreover they can be also compared with the calculated CD of rain attenuation in accordance with ITU-R Recommendation (Rec. ITU-R P.530-12, 2008).

7.2.1 Path A as the reference path

Let path A (9.3 km, 38 319.75 MHz) be considered as the reference path. The CDs of attenuation due to rain only obtained on paths B (853 m, 57 650 MHz) and C (853 m, 93 370 MHz) are scaled to reference path A in accordance with equation (6). For path A, the CD of attenuation due to rain only was calculated in accordance with ITU-R Recommendation (Rec. ITU-R P.530-12, 2008). The average 1-minute rain intensity for 0.01\% of time of year \(R_{0.01\%} = 49.5\) mm/h obtained from Fig. 6 was used for the calculation.

The results obtained are given in Fig. 11.
It can be observed from Fig. 11 that both the scaled distributions and calculated distributions are very tight to each other and are slightly over the measured distribution (up to about 10 dB). From the point of the percentages of time, the differences between the measured distribution and the scaled and calculated distributions are not significant for attenuation values greater than 10 dB (the ratio between the percentages of time for the measured distribution and the scaled ones is smaller than factor 2).

### 7.2.2 Path B as the reference path

Let path B (853 m, 57 650 MHz) be chosen as the reference path. The CDs of attenuation due to rain only obtained on paths A (9.3 km, 38 319.75 MHz) and C (853 m, 93 370 MHz) are scaled to reference path B in accordance with the equation (6). For path B, the CD of attenuation due to rain only was calculated in accordance with ITU-R Recommendation (Rec. ITU-R P.530-12, 2008). The average 1-minute rain intensity for 0.01% of time of year \( R_{0.01}(1) = 49.5 \) mm/h obtained from Fig. 6 was used for the calculation.

![Graph showing measured, scaled, and calculated CDs for reference path A](image1.png)

**Fig. 11.** Measured, scaled and calculated CDs for reference path A

In addition, the ITU-R scaling method (Rec. ITU-R P.530-12, 2008) was used for the conversion of the CD of attenuation due to rain only measured on path C to path B. The results obtained are given in Fig. 12.

![Graph showing measured, scaled, and calculated CDs for reference path B](image2.png)

**Fig. 12.** Measured, scaled and calculated CDs for reference path B
The very good agreement between the scaled distributions and the measured one can be seen. The differences are smaller than 3 dB and the ratio between the percentages of time for the measured distribution and the scaled ones is smaller than 2. Both the scaled distributions from paths A and C are slightly under the measured distribution (up to about 2 dB and the ratio between the percentages of time for the measured distribution and the scaled ones is smaller than a factor of 2). The scaled distribution from path C agrees excellently with the measured distribution in the region of 0.05% - 4% of the time of year. For the percentages of time smaller than 0.05%, the scaled distribution from path C is slightly under the measured distribution and the differences are about 3 dB for the percentages of time of year greater than 0.01%. For the percentages of time smaller than 0.01%, the calculated distribution is smaller than a factor of 2. The ratio between the percentages of time for the measured and the scaled distribution is smaller than 2. For the percentages of time greater than 0.05%, the scaled distribution is slightly under the measured distribution and the scaled attenuation values are less than 3 dB under the measured ones. The ratio between the percentages of time for the measured and the scaled distribution is smaller than a factor of 2.

The CD due to rain only calculated in accordance with Recommendation ITU-R (Rec. ITU-R P.530-12, 2008) agrees very well with the measured distribution in the region of 0.01% - 1% of the time of year. For the percentages of time smaller than 0.05%, the calculated distribution is slightly under the measured distribution – up to about 5 dB for 0.005% of the time of year. The CD calculated in accordance with the ITU-R scaling method (Rec. ITU-R P.530-12, 2008) lies under the measured distribution and the differences are about 5 dB for the percentages of time of year smaller than 0.01%. For the percentages of time of year greater than 0.01%, the differences are smaller.

7.2.3 Path C as the reference path

Let path C (853 m, 93 370 MHz) be considered to be the reference path. The CD of attenuation due to rain only obtained on paths A (9.3 km, 38 319.75 MHz) and B (853 m, 57 650 MHz) are scaled to reference path C in accordance with the equation (6). For path C, the CD of attenuation due to rain only was calculated in accordance with Recommendation ITU-R (Rec. ITU-R P.530-12, 2008). The average 1-minute rain intensity for 0.01% of the time of year \( R_{0.01}(1) = 49.5 \text{ mm/h} \) obtained from Fig. 6 was used for the calculation.

![Graph](image)

Fig. 13. Measured, scaled and calculated CDs for reference path C

The ITU-R scaling method (Rec. ITU-R P.530-12, 2008) was also used for the scaling of the CD of attenuation due to rain only measured on path C to path B. The results obtained are given in Fig. 13.
Similar results can be seen as for reference path B. There is very good agreement between the scaled distributions and the measured one. The differences are smaller than 3 dB and the ratio between the percentages of time for the measured and the scaled distribution is smaller than about a factor of 2. The scaled distribution from path A is slightly under the measured distribution and the scaled attenuation values are less than 2 dB under the measured ones. The ratio between the percentages of time for the measured and the scaled distribution is smaller than a factor of 2. For the percentages of time greater than 0.05%, the scaled attenuation values for path B agree excellently with the measured values. For the percentages of time smaller than 0.05%, the scaled distribution is slightly above the measured distribution. The scaled attenuation values are less than 3 dB above the measured ones and the ratio between the percentages of time for the measured and the scaled distribution is smaller than a factor of 2.

The CD due to rain only calculated in accordance with Recommendation ITU-R (Rec. ITU-R P.530-12, 2008) agrees very well with the measured distribution in the region of 0.05% - 1% of the time of year. For the percentages of time smaller than 0.01%, the calculated distribution is slightly under the measured distribution - up to about 3 dB for 0.003% of time of year. The CD calculated in accordance with the ITU-R scaling method (Rec. ITU-R P.530-12, 2008) lies above the measured distribution and the differences are up to about 5 dB for the percentages of the time of year smaller than 0.01%. The differences are smaller for the percentages of the time of year greater than 0.01%.

7.2.4 Summary
Very good agreement is observed between the scaled and the calculated distributions for all three reference paths A, B, and C. Very good agreement of the scaled distributions, the calculated distributions and the measured distributions is seen for the reference paths B and C. The measured CD of attenuation due to rain only lies slightly under the scaled distributions and the calculated ones (up to about 10 dB) for the reference path A only. Nevertheless, the difference among the measured distribution and the scaled and calculated distributions is not significant for attenuation values greater than 10 dB from the point of the percentage of time due to the fact that the ratio between the percentages of time for the measured distribution and the scaled ones is smaller than a factor of 2. Scaled distributions from path A (i.e. for the reference path B and C) only lie slightly under the measured ones. Therefore it can be assumed that the method used can be used for the frequency and path length scaling for both the frequencies from 38 GHz to 93 GHz and the path lengths from 0.85 km to 9.3 km with the accuracy sufficient for the assessment of propagation conditions.

7.2.5 Scaling to other frequencies and path lengths
The described method of the frequency and path length scaling was successfully used for the assessment of CDs of attenuation due to rain only on the path between a High Altitude Platform (HAP) and an Earth base station operated on the 48 GHz band (Kvicera et al, 2009).

8. Conclusion
Terrestrial fixed wireless links form an important part of the global telecommunication network. Their availability performance and error performance are significantly influenced by weather conditions, especially by heavy rain events. An overview of the ITU
recommendations related to the availability performance and error performance objectives is given. The examples of both the link power budget and the system fade margin calculations which are needed to fulfill the required availability objectives are given. Characteristics of rain that are the most important impairment factor are described and rain attenuation models are mentioned. Monthly and yearly statistics of rain attenuation which are needed for the availability performance assessment are introduced. The ITU-R world map of both rain intensity statistics and rain attenuation statistics illustrating and confirming the geographical dependence of rain attenuation are given. The meaning and the necessity of the local experimental measurement of concurrent rain intensities and rain attenuation are both explained. Both the experimental set-up of the radio systems operating at 38 GHz, 58 GHz, and 93 GHz and the concurrent meteorological measurements in Prague, the Czech Republic as well as the data-processing procedures are described in detail. The obtained experimental results, i.e. monthly and annual statistics of both rain intensities and rain attenuation are given. The availability performances based on experimental results are assessed. Due to the fact that experimental results can only be obtained at several frequencies, both the ITU-R frequency scaling method and polarisation scaling method as well as the novel path length scaling method are demonstrated.
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